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Abstract

1. Introduction

Soft sediment deformation structures (SSDS) occur 
in unconsolidated water-saturated sediments during or 
shortly after deposition, and before significant diagenesis 
(Owen et al., 2011). Interest in the study of soft sediment 
deformation structures and their triggering mechanisms have 
progressively developed considerably over the past decades 
(Kuenen, 1958; Sanders, 1960; Dott and Howard, 1962; 
Lowe, 1975; Allen, 1982; Mills, 1983; Owen, 1987; Moretti, 
2000; Rodríguez-Pascua et al., 2000; van Loon, 2009; 
Oliveira et al., 2011; Owen and Moretti, 2011; Owen et al., 
2011; Sarkar, et al., 2014; Shanmugam, 2017). Many authors 
have associated soft-sediment deformation structures with 
seismically-induced triggering mechanisms (Mohindra and 
Bagati 1996; Moretti, 2000; Rodríguez-Pascua et al., 2000; 
Ettensohn et al., 2002; Samaila et al., 2006; Bhattacharya 
and Bhattacharya, 2010; Martín-Chivelet et al., 2011; 
Lunina and Gladkov, 2016), whereas limited works refer 
such deformational structures to non-seismically-induced 
triggering mechanisms such as storms, waves, tidal surge, 
floods, overloading, rapid sedimentation, and groundwater 
movements (Allen, 1982; Owen, 1987; Kerr and Eyles 1991; 
Molina et al., 1998; Alfaro et al., 2002; Owen and Moretti, 
2011; Põldsaar and Ainsaar, 2014). Furthermore, some soft-
sediment deformation structures, such as loop bedding, seem 
to be specifically related with seismic trigger mechanisms 
(Calvo et al., 1998; Rodríguez-Pascua et al., 2000; Martín-
Chivelet et al., 2011).

Detailed description and interpretation of the soft-
sediment deformation structures (SSDS) in the Afikpo 
Sandstone Member, particularly in the Itigidi region, is not 
yet reported in any published work. This paper records for 
the first time the genesis and implication of soft-sediment 
deformation in the Afikpo Sub-basin. Published reports of 
detailed soft-sediment deformation structures in Nigerian 
sedimentary basins are mostly limited to the Bima Formation 
of the Northern Benue Trough (Jones, 1962; Benkhelil, 1980, 
1989; Braide, 1992; Guirand and Plaziat, 1993; Samaila et al., 
2006), the Ajali Formation of the Anambra Basin (Ladipo, 
1988; Obi and Okogbue, 2004; Olabode, 2014), the Central 
and the Southern Benue Trough (Hoque, 1984; Benkhelil, 
1986, 1987; Dim et al., 2016). Detailed facies analysis and 
ichnology of the Campanian-Maastrichtian deposits of the 
Afikpo Sandstone Member in the Itigidi region is discussed 
in Mode et al. (2018). This research concentrates on the 
recognition of the soft-sediment deformation structures 
(SSDS) in the Itigidi area.

In this study, sedimentology and a detailed description 
of the SSDS help establish some genetic relationships 
between ordinary sedimentary processes (endogenic 
triggering mechanisms) and the occurrence of deformed 
beds. Furthermore, from a regional point of view, this study 
describes and interprets the occurrence of soft-sediment 
deformation structures in the Afikpo Sandstone deposits of 
the Afikpo Sub-basin.

Keywords: Cretaceous deltaic deposit, soft sediment deformation, deformation processes, non-seismic trigger.

University of Nigeria, Department of Geology, Nigeria

In this research, soft-sediment deformation structures are studied and analyzed from the Cretaceous deltaic deposits of the 
Afikpo Sandstone Member of the Nkporo Formation in Afikpo Sub-basin. These deformation structures are grouped into 
three morphological and deformational styles which include load structures (load casts, ball-and pillow-structures, flame 
structures, and pseudonodules), ductile disturbed structures (loop bedding, recumbent folding, and deformed lamination), 
and brittle deformation (synsedimentary fractures). The facies analysis revealed sedimentary structures that are indicative of 
storm and wave processes and rapid sedimentation. Though the trace fossils have a low to moderate diversity and abundance, 
the Skolithos ichnofacies, particularly the Diplocraterion and Skolithos burrows, are relatively frequent. These ichnofossils are 
indicative of high-energy conditions and rapid sedimentation. The recognition of the deformation processes and their triggers 
suggests that the soft sediment deformation structures in the study area are not tectonic in origin as they are associated with 
storm-generated sedimentary structures and structures formed due to rapid sedimentation. Furthermore, the deformational 
structures are restricted to a single stratigraphic layer, and are not laterally extensive suggesting an endogenic or non-seismic 
trigger mechanisms such as storm events, overloading, and rapid sedimentation. 
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2. Geological Setting

The Afikpo sub-basin commonly referred to as Afikpo 
Syncline is located in south-eastern Nigeria, and its origin 
is linked to the formation of the Benue Trough. The Benue 
Trough originated from the break-up of the Gondwana 
supercontinent which resulted in the separation of the 
African plate and South-American plate during the Late 
Cretaceous (Reyment, 1965; Murat, 1972; Nwachukwu, 
1972; Olade, 1975; Kogbe, 1976; Petters, 1978; Wright, 1981; 
Benkhelil, 1982, 1989; Hoque and Nwajide, 1984; Maurin 
et al., 1986). The trough is part of a large West and Central 
African Rift System (WCARS) (Genik, 1992) which resulted 
from the crustal stretching of the African plate consequent 
upon the break-up of the Afro-American plate (Figure 1). 
The rift structure is generated by sinistral displacements 
along a pre-existing zone of northeast-southwest trending 
transcurrent fault (Benkhelil, 1982, 1989; Maurin et al., 
1986; Popoff et al., 1986). The Benue Trough occurred as 
an elongate intracratonic structure over 1,000 km long 
and up to 250 km at its widest part. Olade (1979); Popoff 

et al., (1982); Benkhelil (1989) suggested a magmatic 
activity during the opening and filling of the Benue Trough 
which led to the deposition of the Abakaliki pyroclastics. 
However, Hoque (1984) argued that the pyroclastics are 
post-Santonian in age. Sedimentation in the Southern Benue 
Trough (Abakaliki Basin) commenced in the Aptian-Albian 
times, and was halted due to the Santonian thermo-tectonism 
(Figure 2). This Santonian compressional phase resulted in 
the folding, faulting and uplifting of the Abakaliki Basin to 
form an anticlinorium; displacing depocentres westward and 
eastward to form the Anambra Basin and Afikpo Sub-basin 
(Simpson, 1954; Benkhelil, 1986, 1989; Okoro et al., 2012a). 
Sedimentation commenced in the Afikpo Sub-basin during 
the Campanian to Early Maastrichtian with the Nkporo 
Shale and Afikpo Sandstone Members (Simpson, 1954; 
Reyment, 1965) which formed the Nkporo Formation; this is 
followed by the Maastrichtian Coal Measures which include 
the Mamu, Ajali, and Nsukka formations, with the Nsukka 
Formation terminating sedimentation in the basin (Nwajide, 
2005). 

Figure 1. Tectonic map of the West and Central African Rift Systems (WCARS), showing the Benue Trough, the Anambra Basin, and the 
Afikpo Sub-basin (modified after Oha et al., 2016; Mode et al., 2018).

Figure 2. Tectonostratigraphy of the Abakiliki-Benue Trough and the Afikpo Sub-basin (Modified and redrawn from Okoro et al., 2012a; 
Nwajide, 2013; Ekwenye et al., 2015).

Note: SST stands for Sandstone; FM stands for Formation
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3. Sedimentology

Several works have been carried out to investigate the 
depositional environments of the Nkporo Formation in 
the Afikpo Sub-basin, most of the studies are done on a 
regional scale (Simpson, 1954; Reyment, 1965; Banerjee, 
1981; Benkhelil, 1986; Mode, 1991; Petters and Edet, 1996; 
Odigi, 2011; Okoro et al., 2012a, b), and there are limited data 
on the Itigidi-Ediba regions (Benkhelil, 1986; Mode et al., 
2018). The study area is underlain by the Afikpo Sandstone 
Member of the Nkporo Formation (Figure 3). Mode et al., 
2018 described the sedimentary units in the Itigidi region and 
grouped them into six facies associations (FA 1–6) depicting 
a prograding deltaic strata deposited on the shelf, prodelta, 
distal delta front, proximal delta front, distributary mouth 
bar, and bay-fill sub-environments. Abridged sedimentology 
of the study area is integrated with the SSDS to suite the 
purpose of this study. 

The basal unit of the study area is a well-exposed 
fossiliferous shale and well-sorted fine to very fine grained 
sandstone with micro-hummocky cross-stratification 
(which has an average length of 5 cm and width of 2 cm), 
interpreted as shelf (FA 1) and the prodelta (FA 2) deposits 
(Mode et al., 2018) record no soft sediment deformation 
structures (Figures 4). Sets of coarsening-upward beds of 
structureless sandstone, siltstone, sandy heterolithic, current 
rippled laminated sandstone, thin muddy heterolithic, 
and bioturbated sandstone units, considered as distal 
delta front, and also known as distal bar (FA 3) (Mode et 
al., 2018), exhibit a number soft-sediment defomation 
structures. Load cast, ball-and-pillow structures, flame-like 
structures, pseudonodules were observed within the sandy 
heterolithic facies and sandstones which are underlain by 
muddy heterolithic facies and carbonaceous mudstone. Loop 
bedding occurs within the muddy heterolithic unit. Suite of 
trace fossils found within sandy units includes Palaeophycus, 

Diplocraterion, Skolithos and Teichichnus. The bioturbated 
sandstone facies which tops the distal prodeltaic deposits is 
intensely bioturbated consisting of Skolithos, Cruziana, and 
Zoophycus ichnofacies. 

A coarsening upward succession of sandy and muddy 
heteroliths, followed by stacks of cross-bedded and 
horizontally-bedded coarsening upward sandstone and 
hummocky cross-stratified sandstone, dominates the 
proximal delta front (FA 4). FA 4 exhibits relatively fewer 
soft sediment deformation structures such as load casts 
and flame structures which occur locally within the sandy 
heterolithic and muddy heterolithic units. The load casts 
show low-diversity ichnofossils consisting of Skolithos, 
Trichichnus burrows.

The bioturbation intensity is low to moderate. Cruziana 
and Skolithos ichnofacies such as Diplocraterion, 
Macaronichnus, Chondrites, Planolites, Rosselia, 
Conichnus, Skolithos? Cylindrichichnus and Trichichnus 
were observed within the hummocky cross-stratified 
sandstone. Diplocraterion parallelum and Conichnus 
burrows are dominant at the basal part of the current rippled 
laminated sandstone facies.

The study are is capped by hummocky cross-bedded 
sandstone at the base; overlain by parallel to low-angle 
laminated sandstone and swaley cross-bedded sandstone 
facies referred to as a distributary mouth-bar deposits (FA 
5). Here, the soft-sediment deformation structures, such as 
the load casts, ball and pillow structures, pseudonodules, 
flame structures, and recumbent fold, occur within the 
sandy mouth-bar deposits on top and the muddy heterolithic 
interpreted as bay-fill deposits at the base (FA 6). The degree 
of bioturbation is low within the mouth-bar and bay-fill 
deposits. Diplocraterion, Skolithos, Conichnus ichnofossils 
are common within the mouth-bar deposits.

Figure 3. Geologic map of study area showing the major outcrop locations within Itigidi and environs.
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4. Results and Interpretation

Figure 4. Representative lithostratigraphic log profiles of Ediba (a) and Itigidi (b) areas.

4.1 Soft-Sediment Deformation Structure: Classification and 
Driving Forces 

Load Structures

The soft-sediment deformation structures observed 
in the study area are dominant in the delta front, mouth-
bar and bay-fill deposits. The deformation structures are 
contemporaneous with deposition or post-deposition, and 
they are common in medium to fine-grained sandstone, 
siltstone, heterolithic deposits, and carbonaceous mudstone 
in the study area. However, syndepositional fractures occur 
in coarse-grained sandstone. The deformational structures, 
especially the load structures, are commonly observed in 
the proximal and distal delta front deposits, where more 
competent materials (sandstone, sandy heterolithic sediment) 
overlie less competent materials (mudstone/shale, siltstone 
or muddy heterolithic sediment). These deformational 
structures are less common in sandy areas or units with less 
muddy sediments.

The soft-sediment deformation structures in the study 
area are classified into three groups based on morphological 
and deformational styles (Lowe, 1975; Mills, 1983; Owen, 
1987, 2003; Moretti, 2000; Alfaro et al., 2002; Owen et 
al., 2011) as follows: 1) load structures which include load 
casts, pseudonodules, ball-and-pillow structures and flame 
structures 2) ductile disturbed structures such as recumbent 
folds, loop beddings, and deformed lamination, 3) brittle 
deformed structures which consist of syndepositional 
fractures. These morphological trends depend on the driving 
forces which acted on the sediments during deformation. 
The major driving forces that initiated these deformations 
include gravitational instability and shear stress by current 
(Figure 5).

 The load structures encountered in the study area include 
load casts, ball-and-pillow structures, flame structures and 
pseudonodules (Figures 5 and 6). Most of the load structures 
occurred within the same horizon, and they are mostly 
formed by gravitational (vertical) forces associated with 
reversed density mechanism (Owen et al., 2011), or reduction 
in shear stress as in the case of flame structures (Mills, 
1983). Some of the load structures are associated with or 
occur as deformed parts of climbing ripples, wave ripples, 
and hummocky cross-stratification.

Load casts are the commonest load structures and soft-
deformation structures in the study area. Their maximum 
size is about 1.3–1.5 m in width and 50–80 cm in height, 
and they occurred in the medium to fine-grained sandstone 
and sandy heterolithic deposits (Figure 6a). Their internal 
structures are well-preserved. The load casts are large, 
undulating, with a bulbous protrusion; they slightly sink into 
the underlying muddy substrate, showing a concave profile 
(Figures 6a, c-e). Some load casts occur at the bottom of 
larger pillows (Figure 6e). The load casts are associated with 
water-escape structures formed between adjacent the load 
casts (see Figures 6c, f). The characteristics of these large-
scale load casts are similar to those described by Alfaro et al. 
(2002) and Moretti and Sabato (2007). 

Driving force: Load casts are characterized by the 
deposition of competent (denser) sandy sediment over less 
competent (less dense) muddy substrate, which results in 
gravitational instabilities due to a reversed density gradient 
(Mills, 1983; Moretti and Sabato, 2007; Owen et al., 2011). 
Reversed density deformation may also be produced by rapid 
deposition of weakly compacted mud, overlain by rapidly 
deposited medium-grained sands.
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Figure 5. A catalogue of the soft sediment deformation structures encountered in Itigidi, their driving forces, deformation mechanism and triggers.
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Figure 6. Occurrences and types of soft sediment deformation structures in the prograding deltaic deposits. (a). Large- and small-sized ball and 
pillow structures at the sandy heterolith of the distal delta front or distal bar (DB) whereas loop bedding is observed within the muddy heterolithic 
deposit. Syndepositional fractures (SF) occur in the horizontally bedded sandstone facies of the proximal delta front. (b). The flame-like structure 
shows syneresis cracks which may indicate changes in salinity. (c). Typical load cast structures with bulbous protuberances and water escape 
structures with upward directed crests formed within the bay-fill (BF) (muddy interval) and proximal delta front (sandy bed) deposits. (d). A close-
up of the isolated load cast with deformed internal laminae forming a crescent shape that aligned with the morphology of the load cast. The interval 
is poorly burrowed, exhibiting low diversity, diminutive Skolithos, Trichichnus and Planolites ichnofossils. (e). Load structures consisting of load 
casts (Lc), ball and pillow structure (Bp) and pseudonodules (Ps) occurred within a mouth bar deposit. (f). Recumbent folds (Rf) in association 
with flame structures (Fs) are observed within the mouth bar deposit. The deformation displaced the muddy sediments of the bay-fill vertically or 

laterally. (g). Hummocky cross-stratified sandstone (HSC). (h). Swaley cross-stratified sandstone (SCS).
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Flame structures commonly occur with load casts as 
upward-directed crests or tongue-like hydroplastic intrusions 
(Bhattacharya and Bhattacharya, 2010) of underlying muddy 
sediments into the load casts (Figures 6b-c, f). They are 
commonly referred to as water (fluid)-escape structures 
(Lowe, 1975; Alfaro et al., 2002). Flame structures are 
also formed in sandy units; they form large-scale isolated 
sandy flame-like structures with syneresis cracks as shown 
in figure 6b. Some poorly-developed flame structures are 
observed as convex-upward shaped flat crests (see Figure 
6f). The flame structures consist of carbonaceous shale 
and alternating carbonaceous shale and siltstone. Internal 
lamination is observed in the muddy heterolithic layer. The 
well-developed flame structures are represented by vertical 
conduit, adapting to the external contour of the load casts 
(Alfaro et al., 2002). The flame structures have a maximum 
height of 80 cm and a width of 60 cm. They are similar to 
those described by Alfaro et al. (2002); Collinson et al. 
(2006). 

Driving force: Flame structures are commonly 
associated with load casts. The reversed density loading 
which acts on a competent sediment creates a downward 
vertical force that controlled the formation of the load casts 
and simultaneously, an upward flow structure is formed 
by reduction in shear stress as the less competent substrate 
intrudes into the overlying layer (Mills, 1983; Oliveira et 
al., 2011) due to gravitational readjustment (Alfaro et al., 
2002). Bhattacharya and Bhattacharya, 2010 suggested 
that the inclined nature of the flames (as observed in figure 
6f), may indicate deposition along a gentle slope and/or 
subsequent modification of the flame structures by current 
(Brodzikowski and Haluszczak, 1987). The isolated sandy 
flame-like structure is formed from vertical displacement; 
the deformation is localized, and may have resulted from 
vertical shear (Owen, 1995).

Ball-and-pillow structures are very common in the 
study area, and are dominated by large-scale, isolated 
sandy structures with relatively undisturbed flat-tops and 
bulbous bases as described by Mills (1983). Small-scale 
ball-and-pillow structures are also observed (Figure 6a). 
The large-scale pillows have maximum width and height 
of about 80 and 40 cm, respectively, while the small-scale 
pillows have maximum width and height of about 30 and 16 
cm, respectively. The pillows are embedded in silty sands, 
but are notably underlain by thin silty sands, unlike the 
pseudonodules. Most of the pillows have well-preserved 
internal structures and the laminations may be parallel, 
curved to concentric resembling the shape of pillows.

Driving force: Ball-and-pillow structures similar to other 
load structures resulted from the formation of reverse density 
mechanisms. Though, they are thought to be genetically 
different from pseudonodules and other load structures 
(Mills, 1983). Ball-and-pillow structures are distinguished 
from pseudonodules by the minor amount of finer sediments 
required in their formation (Blatt et al., 1980).

Pseudonodules are observed within the same bed layer 
with the other load structures. They occur as isolated masses 
of irregularly-shaped and fine-grained sand, embedded in 
an underlying deposit of contrasting density (Kuenen, 1958; 

Allen, 1982), which is of the finer matrix such as mudstone 
or siltstone (Figures 6k,l). Some of the sand nodules retain 
lamination; concentric and deformed laminations are 
observed. They are mostly small, but vary in sizes from 1–8 
cm in height and 2–10 cm in width. (Mills, 1983). 

Driving force: The formation of pseudonodules is 
similar to that of the loaded cast, but an advanced stage of it 
(Topal and Özkul, 2014). Here, the underlying fine- grained 
sediment is more viscous (Mills, 1983) or water-saturated 
(Kuenen, 1958) than that of the load cast. A reversed density 
loading is also postulated for the formation of pseudonodules 
(Blatt et al., 1980; Mills, 1983).

Ductile Disturbed Structures
Loop beddings are deformational structures 

characterized by bundles of laminae that are sharply 
constricted at intervals having shapes like loops or links of a 
chain (Cole and Picard, 1975; Gibling et al., 1985; Calvo et al., 
1998). The loop bedding structure is commonly observed in 
finely-laminated sediments (Cole and Picard, 1975; Gibling 
et al., 1985; Trewin, 1986) and laminites (which consist of 
packages of diatomite laminae; see Rodríguez-Pascua et al., 
2000) of lacustrine depositional environments, as well as 
carbonate microbialites (Martín-Chivelet et al., 2011). 

In the study area, the loop bedding is observed in the 
muddy heterolithic units consisting of carbonaceous shale, 
siltstone, and a very fine-grained sandstone. This loop 
bedding is fairly exposed in about a 20 cm thick heterolithic 
unit (Figures 4, 5f); the length of the loops varies from 20 
cm to 35 cm, and the thickness of the loop-bedded layer is 
about 5 mm thick. The loop bedding exhibits a boudinage-
like morphology (which Martin-Chivelet et al., 2011 referred 
to as boudinage structures) and is not associated with any 
joints, faults, or microfaults. 

Driving force: The loop bedding is formed as a result 
of ductile deformation (Rodríguez-Pascua et al., 2000) or 
reflects a plastic or hydroplastic deformation of partially 
lithified sediments (Martín-Chivelet et al., 2011). The 
loop bedding may be formed as a result of the stretching 
of unlithified or laminae bundles with low contrast 
incompetence, which is said to occur in response to seismic 
shocks due to the slow movement of extensional faults (Calvo 
et al., 1998; Rodríguez-Pascua et al., 2000; Martín-Chivelet 
et al., 2011). It can also occur because of the increase in the 
pore pressure of the unlithified sandy layers resulting in 
tension stress.

Recumbent folds occur in association with 
pseudonodules, load casts, and flame structures (Figure 
6f). The folded sediments are developed in laminated sandy 
heterolithic units, and are characterized by isoclinal limbs 
and multiple circular hinges in a nearly horizontal axial 
state, exhibiting an antiformal and synformal geometries. 
The folds are not associated with faults or micro-faults. The 
height of the recumbent folds is between 30–60 cm thick, 
and the width is about 25 cm thick.

Driving force: Recumbent folds may be formed as a 
result of current (tangential) shear in semi-consolidated or 
liquefied sediments (Mills, 1983; Owen, 1996) or because of 
the lateral drag of a flowing sediment-rich fluid mass over 
water-saturated sands (McKee et al., 1962). The presence of 



alternating antiformal and synformal shapes, according to 
Owen (1995) suggests an interaction between a convection 
pattern of pore-water movement and upward movement of 
pore water that liquidized the bed.

Deformed laminations as explained by Moretti and 
Sabato (2007) include those deformed structures that are not 
categorized as load structures, loop beddings, recumbent 
folds, or brittle deformed structures in the study area. These 
structures are common in the sandy heterolithic units and 
exhibit varying morphologies. The deformed features may 
be folded, crumped, or stretched sediments. They occur in 
association with other soft-sediment deformation structures, 
either at the base or top of the bed unit. 

Driving force: the deformed lamination may have been 
formed as a result of the current drag on partially-liquefied 
sand (Bhattacharya and Bhattacharya, 2010).

Brittle Deformed Structures
Syndepositional fractures occur at the lower and upper 

part of the very coarse to coarse-grained trough cross-
stratified and massive sandstones. The highly dipping (>80⁰) 
joint sets display cross-cutting relationship; the major joints 
trend in a northwest direction (averaging 350⁰), whereas the 
minor joints indicate a westward direction (averaging 270⁰). 
No displacement is observed in the fractures (see Figures 5, 
6a).

Driving force: Syndepositional fractures are the only 
soft-sediment deformation observed in the coarse-grained 
sandstone. No syndepositional faults, microfaults, or folds 
were observed. The cohesionless sandstone unit experienced 
only brittle deformation which suggests that the sediment 
was unsaturated with water during deformation (Mohindra 
and Bagati, 1996; Moretti, 2000). Brittle deformation arises 
from the cohesive behaviour of the sandstone when an 
increase in pore pressure is not strong enough to liquefy the 
sediment (Vanneste et al., 1999).

5. Discussion
5.1 Soft-Sediment Deformation Processes

5.3 Triggering Mechanisms 

5.2 Deformation Mechanisms 

A number of depositional environments such as shoreline, 
fluvial as well as the deep marine settings are commonly 
associated with soft-sediment deformation structures 
because of the slope gradient, high fluid discharge and rapid 
sedimentation (Pulham, 1989, Bhattacharya and Walker, 
1991; Coleman, et al., 1983; Martinsen, 1989; Moretti et al., 
2001; Oliveira et al., 2011). Figure 7 is a conceptual model 
(cross-section) showing the occurrence and distribution 
of soft-sediment deformation structures in a deltaic body 
(Nichols, 2009).

Soft-sediment deformation processes which include 
driving forces, deformation mechanisms and triggering 
mechanisms allow deformation to occur in a substrate 
(Oliveira et al., 2011; Owen et al., 2011). The driving forces 
are established for the various deformational structures 
discussed; they comprise reversed density gradient and 
shear stress. The shear stress may result in the current 
drag, increased pore pressure and pore-water movement 
in sediments. Liquefaction and fluidization are the main 
mechanisms of deformation in the study area; another 
mechanism is intergranular shear.

The triggering mechanisms for the deformation in 
the study are considered to be non-seismic or endogenic 
triggers (sensu Owen et al., 2011) based on the interpreted 
environment of deposition (EOD) and the relationship 
between sedimentary facies and the occurrence of soft-
sediment deformation structures. The strata of the study 

Liquefaction and fluidization are the main deformation 
mechanisms in the study area. They are known to be the 
most common deformation mechanisms in unconsolidated, 
water-saturated sediments (Lowe, 1975; Allen, 1982; Owen, 
1996; Moretti, 2000; Owen and Moretti, 2011). Liquefaction 
is known to occur when the grains are temporally suspended 
in a pore fluid either due to grain instability or excess pore 
water pressure (Lowe, 1975; Mills, 1983; Oliveira et al., 
2011). Fluidization refers to the upward movement (i.e. fluid 
drag) of sediments’ particles which results in dewatering or 
water-escape structures (Mills, 1983). 

The load structures which include load casts, ball-
and-pillow structures and pseudonodules are driven by 
gravitational forces, and are deformed mainly by liquefaction 
or reduction in shear stress of the sediments which make 
the sediments act as a viscous fluid. Flame structures are 
products of both liquefaction and fluidization. Fluidization 
occurs after liquefaction when the suspended grains have 
re-deposited, with a net movement of sediment particles 
downward. Subsequently, an upward flow of fluid through 
the fluidized sediments could result in the destruction of the 
original sediment fabric. Fluidization requires an external 
supply of fluid in an upward motion. The formation of 
recumbent folds is attributed to liquefaction (Mills, 1983) 
when the current shear (or lateral drag according to McKee 
et al., 1962) of a flowing fluid acts on the liquefied sand 
beds. Deformed laminations may be induced by liquefaction 
and loop beddings are probably induced by liquefaction 
and intergranular shear that occurred in cohesive, partially 
lithified, laminated sediments. Intergranular shear is a 
common deformation mechanism that results in brittle failure 
(such as syndepositional fractures) in cohesionless sediments 
(Owen, 1987) such as the coarse-grained sediments of the 
proximal delta front. Owen, 1995 suggested that the brittle 
failure occurs during a late stage in deformation when 
the deformation in the liquefied sediments is replaced by 
deformation through intergranular shear. Brittle failure is 
also common in partially liquefied sediment or sediment that 
was adjacent to liquefied sediment during deformation, such 
as sediment that was above a water table when liquefaction 
occurred (Bryant and Miall, 2010; Owen and Moretti, 2011).

Figure 7. A cross-section across a delta lobe showing the occurrence 
and distribution of soft sediment deformation structures as observed 
in the study area (redrawn and modified after Nichols, 2009).

8 Ekwenye et al. / JJEES (2020) 11 (1): 1-11



Alfaro, P., Delgado, J., Estévez, A., Molina, J., Moretti, 
M.,Soria, J. (2002). Liquefaction and fluidization structures in 
Messinian storm deposits (Bajo Segura Basin, Betic Cordillera, 
southern Spain. International Journal of Earth Sciences 91, 
505–513. 

Allen, J.R.L. (1982). Sedimentary Structures, their character 
and physical basis. Development in sedimentology 30B. Volume 
II, Amsterdam, Elsevier Scientific Publishing Company, 663 
pp.

Bann, K. L. and Fielding, C. R. (2004). An integrated 
ichnological and sedimentological comparison of non-deltaic 
shoreface and subaqueous delta deposits in Permian reservoir 
units of Australia. [In:] McIlroy, D. (Eds.). The application of 
ichnology to palaeoenvironmental and stratigraphic analysis. 
Geological Society, London, Special Publications 228, 273–310.

Banerjee, I. (1981). Storm lag and related facies of the bioclastic 
limestones of the Eze Aku Formation (Turonian), Nigeria. 
Sedimentary Geology 26, 133–147.

Benkhelil, M.J. (1980). On deformations of the Cretaceous 
rocks in the lower Gongola area. J. Mining and Geol., 17, p. 
163 – 169.

Benkhelil, J. (1982). Benue Trough and Benue chain. Geological 
Magazine 119, 155–168.

Benkhelil, J. (1986). Structure and geodynamic evolution of the 
intracontinental Benue Trough (Nigeria). Unpublished Thesis, 
Nice et Elf Nigeria SNEA (P), 202 pp.

Benkhelil, J. (1987). Structural frame and deformations in the 
Benue Trough of Nigeria. Bull. Centres Rech. Explor – Prod. 
Elf – Aquitaine, 11, 160 – 161.

Benkhelil, J. (1989). The origin and evolution of the Cretaceous 
Benue Trough (Nigeria). Journal of African Earth Sciences (and 
the Middle East) 8, 251–282.

Bhattacharya, H.N. and Bhattacharya, B. (2010). Soft-sediment 
deformation structures from an ice-marginal storm–tide 
interactive system, Permo-Carboniferous Talchir Formation, 
Talchir Coalbasin, India. Sedimentary Geology 223, 380–389.

Bhattacharya J. and Walker, R. G. (1991). Allostratigraphic 
subdivision of the Upper Cretaceous Dunvegan, Shaftesbury 
and Kaskapau formations, northwestern Alberta subsurface. 
Bulletin of Canadian Petroleum Geology 39, 145–164.

Bhattacharya, J.P. and Walker, R.G. (1992). Deltas. [In:] 
Walker, R.G., James, N.P. (Eds.), Facies Models: Response to 
Sea Level Change. Geological Association of Canada, St Johns, 
Newfoundland pp.157–178.

Blatt, H., Middleton, G.V., Murray, R.C. (1980). Origin of 
Sedimentary Rocks, second ed. Prentice-Hall, Englewood 
Cliffs, New Jersey.

Braide, S.P. (1992). Tectonic origin of preconsolidation 
deformation in Bima Sandstone, Yola Arm, Benue Trough. 
Nigerian Association of Petroleum Explorationist Bulletin 7, 
40–45.

Brodzikowski, K. and Haluszczak, A. (1987). Flame structures 
and associated deformations in Quaternary glaciolacustrine 
and glaciodeltaic deposits: examples from central Poland. [In:] 
Jones, M.E., Preston, R.M.F. (Eds.), Deformation of sediments 
and sedimentary rocks. Geological Society Special Publication 
29, 279–286.

Bryant, G. and Miall, A.D. (2010). Diverse products of near-
surface sediment mobilization in an ancient eolianite: outcrop 
features of the early Jurassic Navajo Sandstone. Basin Research 
22, 578–590.

Calvo, J.P., Rodriguez-Pascua, M., Martin Velasquez, S., 
Jimenez, S., de Vicente, G. (1998). Microdeformation of 
lacustrine laminate sequences from Late Miocene formations 

References

6. Conclusions 

Acknowledgement

This paper further reveals comprehensive soft-sediment 
deformation structures that are formed by endogenic 
triggers in a deltaic system. The encountered deformation 
structures are classified into three groups: i. load structure, 
which includes load casts, pseudonodules, ball-and-pillow 
structures and flame structures; ii. a ductile disturbed 
structure such as loop beddings, recumbent folds and 
deformed laminations; and iii. brittle deformed structure, 
which consists of syndepositional fractures. These 
deformations are formed mainly as a result of gravitational 
instabilities due to reversed density gradient and shear stress 
on liquefied or fluidized sediments. Non-seismic triggers 
such as rapid sedimentation, storm waves, and/or overloading 
are the major triggering mechanisms in the study area. 
The morphological, sedimentological, and stratigraphic 
characteristics of these soft-sediment deformations strongly 
indicate non-seismic or endogenic triggers. The presence of 
the ductile deformation structure – a loop bedding which has 
been regarded as a seismite (Calvo et al., 1998; Rodríguez-
Pascua et al., 2000; Martín-Chivelet et al., 2011), occurs 
within an exclusively non-seismic triggered zone suggesting 
that the loop bedding is not exclusive to seismic trigger.

The authors are grateful to the community leaders 
of Itigidi and Ediba for their hospitality and assistance 
during the course of field work. The authors thank the 
undergraduate students of the Department of Geology, 
University of Nigeria, Nsukka who provided field assistance 
during the field mapping exercise as well as appreciate Mr 
Ikenna Okonkwo’s useful information on the structural trend 
of the study area. 

area are interpreted as prograding river-dominated and 
wave-influenced deltaic deposits. Generally, deltaic systems 
are typically associated with soft- sediment deformation 
structures due to slope instability, rapid sedimentation, storm 
waves, and/or overloading mainly in the proximal region 
with a high-flow discharge (Pulham, 1989, Bhattacharya and 
Walker, 1991 and 1992; Coleman, et al., 1983; Martinsen, 
1989; Bann and Fielding, 2004; Oliveira et al., 2011). The 
Itigidi and Ediba outcrops have a low palaeoslope gradient 
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Figure 1. a) Location map of the study area showing the plan of excavations at the Islamic city of Ayla from 1986 to 1993 (Whitcomb 1994). 
b) Location map of the GPR profiles at the two sites.
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Abstract

1. Introduction

The city of Aqaba is situated at the northern part of 
Gulf of Aqaba, about 320 km south of the capital of Jordan 
Amman (Figure 1a). Aqaba has been an important trading 
city throughout history, including the Roman, Nabatane, 

Byzantine, and Islamic times (from first century (BC) to 
present). Aqaba Sea routes lead to East and North Africa and 
the ports of southern Asia. Land routes have carried trade 
with Syria, North Africa, and the Hejaz.

Keywords: Islamic city of Ayla, Ground penetrating radar, Monostatic antenna, liquefaction, buried walls.

Al-Balqa Applied University, Faculty of Engineering, Department of Surveying and Geomatics Engineering, Jordan

The Islamic city of Ayla was founded in the eighth century. The city is located adjacent to the beach and extends for a few 
tens of meters north of the Gulf of Aqaba shoreline. The city was, once, a flourishing and commercial port, communicating 
with other ports around the Indian Ocean and with the Far East. The city had land roads that connect with Egypt, Iraq, Syria, 
and the Arabian Peninsula. 
The excavated ruins and other features are related to an ancient Islamic city. 
The ground penetrating radar survey was carried out using a Subsurface Interface Radar System- (SIRvoyer-20) with two 
different central frequency monostatic antennae 900 MHz and 400 MHz to target abundant subsurface buried archaeological 
material for forward excavations. 
The interpretation of radar cross section (radargram) shows many buried features with different patterns, widths, and shallow 
depths between 0.20 m to 0.6 m. These anomalies are corresponding to the depth of the excavated walls in the study area.
GPR anomalies are discontinuous and being shifted and located at a high liquefaction susceptibility zone confirms that 
several earthquakes have rocked Aqaba and Gulf of Aqaba region. 
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2. Historical Background

3. GPR Concepts

The Islamic Ayla city was constructed by Caliph Othman 
Ben Afen around 650 AD. It was a flourishing city during 
the Umayyad period (650-750 AD) and the Abbasid period 
(750-970 AD) (Whitcamb, 1989a, 1989c, 1990, 1991) and 
also during the Fatimaied period (970-1116 AD) (Whitcamb, 
1989b). The city was a very important port, and the artifacts 
found in the site indicated a commercial contact with ports 
in the Indian Ocean and the Far East; however, most of that 
contact was with the Arabian Peninsula, Egypt, Iraq, and 
with Syria using the road networks (Whitcamb, 1987). The 
city was established in a fortified 170 x 145 meters rectangle, 
with walls that are 4.5 meters high and 2.6 meters thick and 
is surrounded by twenty-four towers (Figure 1a). Excavations 
in 1987 at the site of the early Islamic Ayla (modern Aqaba, 
Jordan) revealed a city plan which included four gates 
(Whitcomb, 1987). The gates spread on all four sides as 
follows: the Damascus Gate (east), Door of the Sea (west), 
Door of the Hejaz (south), and Door of Egypt (north) (Figure 
1a). In any Islamic city, the mosque is a very important 
building, and, here, it is located northeast of the city 
(Whitcamb 1994), (Figure 1a). Whitcomb (1993) theorised 
that the wadi running through the Islamic City of Ayla 
originated from earth’s structural weakness. Such a fault was 
indicated on his site plan (Figure 1a). However, excavations 
by Rucker and Niemi (2005) of the Northeast corner tower of 
the walled city in the wadi and the  interpretation of the 1918, 
1945, and 1953 air photos indicated that the wadi was man-
made. The city was destroyed in the late twelvth century 
by attacks of Bedouins, Crusaders, and also as a result of 
earthquakes. Whitcomb (1994) showed through a detailed 
mapping of the ancient architecture that this ancient city 
experienced subsidence due to several earthquakes.  

The historical records indicate that numerous destructive 
earthquakes have occurred over the past 2000 years, and 
many of them are documented in Roman, Byzantine, and 
various Arabic sources (e.g. Guidoboni, 1994; Ambraseys, 

The GPR technique, as a method of scientific 
investigation, has become an important technique that 
is neither destructive nor invasive, used for discovering, 
recovering, mapping, and understanding subsurface 
archeological data. 

With this technique, a short pulse of high frequency (10 
to 1,000 MHz) electromagnetic energy is transmitted into 
the ground from a shielded antenna pulled slowly across 
the ground at speeds varying from about 0.25– 4 m/h. The 
speed is dependent on the amount of detail desired and on the 
nature of the target.

The GPR signal is reflected, refracted, and attenuated 
depending on the distribution of the dielectric constant and 
electrical conductivity of the subsurface. These electrical 

2009). Several earthquakes are believed to have rocked 
Aqaba and the Gulf of Aqaba region in 1068, 1212, 1458, 
and 1588 A.D. (Ambraseys and Melville, 1989). The 
archaeological record verifys that a major damage to the 
Byzantine structures occurred in Aqaba in the 363 A.D. 
earthquake (Parker, 1999; Thomas et al., 2007). Also, a 
major damage occurred in the Islamic City of Ayla by the 
1068 earthquake (Ghawanmeh, 1992; Whitcomb, 1994; 
Allison, 2013) which dstroyed the city of Aqaba (e.g. 
Guidoboni, 1994; Ambraseys, 2009). A comparison of the 
GPR images with the magnetic gradiometry maps were 
used by Conyers (2016) in order to provide information 
about buried buildings. GPR investigations are considered 
as an effective method to understand the ruins (Nawabi, 
2016). The site was apparently never reoccupied after this 
earthquake. The geotechnical investigations carried out 
at the site showed sinking and tilting of the external walls, 
which was interpreted as slumping due to horizontal ground 
acceleration in an earthquake (Al-Hamoud and Tal, 1998). In 
the 1995 Nuweiba earthquake, many areas along the shoreline 
zone near Ayla ancient beared experiencing subsidence 
(Malkawi et al., 1999; Al-Tarazi 2000). The abundant 
groundwater and the shallow water table contributed to the 
rest and security of travelers and Hajj caravans from North 
Africa, Palestine, and Egypt, before continuing their journey 
through the desert. In other words, the shallow water table 
and shallow saturated sand demonstrated that Ayla lies in a 
high liquefaction susceptibility zone. (Mansoor et al., 2004; 
Abueladas, 2014). (Figure 2).
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The discovery and delineation of the layout of the 
early Islamic city of Ayla is the result of excavations from 
1986 through 1995 directed by Whitcomb (1990, 1991, 
1994a, 1994b, 1994c, 1995, 1997, 2001) from University of 
Chicago. The excavations were carried out by the University 
of Chicago and the American Center of Oriental Research 
(ACOR), with the support of the United States Agency for 
International Development (USAID), in cooperation with the 
Department of Antiquities of Jordan. 

GPR is an electronic device that emits Electromagnetic 
(EM) waves and determines the location of reflected energy. 
It has become a widespread instrument for usage in different 
fields, including geology, archaeology, the environment, 
engineering and construction, glaciology, and forensic 
science.

The GPR survey has been used to map buried remains 
or other construction features, the localization of tombs, 
burial mounds, shallow graves and the reconstruction of 
archaeological layers. The purpose of the surveys was to map 
the existence of uncovered subsurface archeological remains 
at a shallow depth, and, therefore, direct the archaeologists to 
the areas to be excavated.

Figure 2. Map showing the ground water depth and the location of 
the liquefaction susceptibility zones (Abueladas, 2014).
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properties are highly dependent on the water content of the 
subsurface, and the presence of a high porosity environment.

The radar signal velocities are related to the relative 
permittivity by:

where  is the ratio of the dielectric permittivity of the 
medium to the dielectric permittivity of free space, is the 
relative magnetic permeability of the medium, and c=3·108 
m/s is the velocity of the EM waves in free space. Because  
is close to unity for most rock materials, radar velocity is 
primarily controlled by.

The dielectric permittivity across an interface causes part 
of an impinging radar pulse to be reflected. The radar signal 
amplitude is decreased at a reflecting boundary depending 
on the contrast and the thickness of the layer. The amount 
of the reflected energy related to signal amplitude is given 
by the reflection coefficient (R) (Neal, 2004). The reflection 
coefficient is defined as:

The attenuation of a radar wave and its depth of 
penetration depend on the electrical conductivity and the 
dielectric constant of the media through which the wave 
propagates can be reduced for the case of low-loss media 
σ /εw <<1 to a simple form α= (σ /2) x (µ/εr)

 0.5 Where α 
donates the attenuation constant, and σ combines both the 
direct current (D.C.) conductivity and dielectric losses. The 
depth of penetration depends on the used frequency (the 
lower the frequency, the deeper the penetration) and on the 
conductivity of the materials (the higher the conductivity, the 
higher the penetration). 

The horizontal resolution relates to the capability to 
detect a reflector position in space or time, which is a function 
of the pulse width (Neal, 2004). The vertical resolution 
increases with the increase in the frequency (Knapp, 1990). 
The vertical resolution is also controlled by wavelength (λ) 
(Knapp, 1990) which is a function of velocity and frequency:

λ = v/ f     
The optimum vertical resolution can be attained using 

one-quarter of the dominant wavelength (Sheriff, 1977).
The reflected energy is processed and displayed as a 

continuous strip chart recording of distance versus time. 
The depth of penetration of a GPR system is highly site-
specific, and depends upon the soil and rock characteristics 
at the site, moisture content, and the frequency of the antenna 
(Battayneh et al., 2002).

The GPR data can be collected either by the fixed offset 
method in which the transmitter and the receiver antennas 
are separated by a fixed distance and moved across the area 
in regular steps, or by the common midpoint (CMP) mode in 
which the antennas are gradually separated from one another 
in constant steps. The CMP mode is often used to determine 
the velocity of the radar wave propagation through the 
subsurface.

The GPR methodology is similar to that of the shallow 
seismic reflection surveying in that these methods use the 
reflection of energy from underground features, but they 

differ largely in their site-specific applicability (Figure 3).

Where εr1 and εr2 are the relative dielectric permittivity of 
the adjacent layers 1 and 2, or:

R= {(εr2)
1/2 - (εr1)

1/2}/ {(εr2)
1/2 + (εr1)

1/2}

R= {(v2)
1/2 - (v1) 

1/2}/ {(v2)
1/2 + (v1) 

1/2}

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(1)

Figure 3. Ray paths between transmitting and receiving antennae 
(Neal, 2004). The diagram shows the ground surface along which the 
airwave and ground waves travel as well as the refracted lateral wave 
and the reflected wave. Modified after Fisher et al. (1996).

4. GPR Survey
4.1 Data aquisition

4.2 Data processing

A continuous GPR survey was conducted using 
a Subsurface Interface Radar System- (SIRvoyer-20) 
manufactured by the Geophysical Survey System (GSSI) 
(Al-Ruzouq et al., 2018). 

Two different central frequency antennae were used, 
namely the 900 MHz and 400 MHz antennae. The 400 
MHz antenna is an excellent compromise between vertical 
resolution and depth penetration.   

A total of 550 meters of GPR were collected along thirty-
five profiles at two sites. The first survey site was located 
south-west of the Islamic city of Ayla, and the second was 
located at the south-east corner of the study area (Figure 1b).

The GPR data were processed using the Geophysical 
Information System (GSSI) RADAN V software package. 

Generally, attenuation reduces the radar signal with the 
increased travel time. Therefore, it is important to increase 
the weaker signals at greater receiver arrivals. Gains and 
color transformation are applied to increase the visibility of 
low amplitude features.

In the processing of the exhibited waveforms, two types 
of time domain filters, namely the finite impulse response 
(FIR) and infinite impulse response (IIR), were applied.

The horizontal and vertical high-pass filters have been 
used to remove the ringing system noise, and the horizontal 
and vertical low-pass filters have been applied to eliminate 
high-frequency noise from the GPR signal and to enhance 
the radar cross section. Data were stacked in a horizontal 
direction to get a clearer data dislpay. In the radargram, 
the vertical axis showed a two-way travel time (TWT) in 
nanoseconds (ns) (Ulriksen, 1982).

It is very important to calculate the subsurface radar wave 
velocity of the near-surface materials in order to convert 
the two-way travel time (TWT) of the reflected signal to 
the true depth of the reflector. The first way for estimating 
the GPR velocity is to measure TWT to a horizontal layer 
or buried object of an known depth (Annan, 2003; Topp et 
al., 1980; Fisher, 1992). However, the velocity was calibrated 
according to the known depth aligned with the top of the 
excavated wall in the study area. 

The near-surface radar wave velocity estimates ranged 
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Figure 4. Part of the radar profile (400 MHz antennae) along Ayla 1. 
The first anomaly may represent a buried wall that is 0.6 m deep. The 
second anomaly is probably caused by a metal pipe that is 0.5 m deep.

Figure 6. Part of the radar profile (400 MHz antennae) along 
Ayla4002x. The two main anomalies may represent 0.5 m and 0.3m 
deep buried walls.

Figure 7. Radar profile (400 MHz antennae) along Ayla4009x. The 
hyperbolic- shaped anomaly may represent a 0.3 m deep buried wall. 

Figure 8. Part of the radar profile (400 MHz antennae) along 
Ayla4002y. The two 0.3 and 0.5 m deep anomalies probably represent 
shallow buried walls.

Figure 9. a) Part of the radar profile (400 MHz antennae) along Ayla 
4006y. b) Part of the radar profile (900 MHz antennae) along Ayla 
9006y. Both profiles show the same anomalies.

Figure 5. Radar profile (400 MHz antennae) along Ayla 3. The two 
main anomalies may represent 0.3 m deep buried walls.

from 0.10 to 0.12 m/ns at the Ayla site. An average velocity of 
0.11 m/ns was adopted for general use at the site.

5. Results and Discusstion

Because the GPR anomalies of man-made origin are 
generally specified by their pattern and extension, rather than 
by their numeric values alone, so the results of the GPR data 
of the archaeological sites are generally shown graphically. 
When presented graphically, one can distinguish the cultural 
and natural patterns better, and imagine the physical 
phenomena causing the detected anomalies.

A reconnaissance survey was conducted by recording 
five continuous parallel profiles, up to 20 m long at site 1. 
The separation between the northwest-southeast adjacent 
profiles was 1 m (Figure 1b). 

In the radargram of figure 4, two strong anomalies are 
visible really well due to the presence of a strong reflector 
at a depth of about 0.6 and 0.5 m. The first anomaly may 
correspond to the buried wall. The second strong anomaly 
appears as a diffraction hyperbolas shape with high 
amplitudes observed at a depth of 0.5 m, and is probably 
caused by a metal pipe (Figure 4).

GPR profile Ayla4002y runs perpendicular to Ayla4002x 
(Figure 1b). The two 0.3 and 0.5 m deep anomalies probably 
represent shallow buried walls (Figure 8). 

Two different antenna frequencies were applied along 
this profile Ayla4006y (Figure 1b). In the radargram of figure 
9a (400 MHz antennae), three anomalies are well visible due 
the presence of a strong reflector at about 0.2 m, 0.3 m and 
0.5 m deep. The same anomaly can be seen at the 900 MHz 
profile (Figure 9b).

GPR profile Ayla 3 runs parallel to profile Ayla 1 (Figure 
1b). The radargram shows two anomalies at a depth of about 
0.3 m (Figure 5). These reflectors are probably caused by 
two shallow walls.

Site 2 was a rectangle of 15 x 15 m, applied to the south-
east of Islamic city of Ayla (Figure 1b). The uni-directional 
survey was conducted along fifteen profiles oriented 
approximately SW-NE, and fifteen profiles SE-NW oriented 
being 1 m apart, using the 400 and 900 MHz antennae. 

In the radargram of figure 6, two strong anomalies are 
pictured at depths of about 0.5 and 0.3 m (Figure 6). These 
anomlaies perhaps refer to buried walls.

A hyperbolic event in the radargram at a depth of almost 
1m as in figure 7  probably refer to a 0.3 m deep wall. 
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The GPR radargram profiles revealed many different 
subsurface anomalies across the study area located at 
different depths from 20 to 60 cm at both sites (Figure 
10). Some of these anomalies are isololated and  others are 
continuous. The anomaly map shows individual features 

Many anomalies were pictured at site 2, especially at 
the north-east and noth-west parts of this site. Continuous 
anomalies may represent buried walls (Figure 10b). The 
shape and direction of these anomalies are similar to the 
excavated walls which refer to the Egyptian, Hijaz, and Syria 
gates (Figure 1a). Other individual anomalies represented by 
walls had collapsed due to earthquakes.

at both sites. The anomalies appear similar to the GPR 
signature of the buried walls or scattered blocks at site 1 
(Figure 10a), except for the second anomaly along profile 
Ayla1, which was probably caused by a metal pipe located at 
50 cm (Figure 4). 

Figure 10. a) GPR anomaly location map, site 1. b) GPR anomaly location map, site 2.

6. Conclusions

Acknowledgements:

Geophysical methods are intensively used for both the 
rescue and exploration of archaeology in some countries.

The main advantage of the GPR method is its capability 
of investigating a structure or a site with a non-destructive 
and a non-invasive technique, i.e., without digging, boring or 
causing changes to its original structure or shape especially 
in an urban area such as the Islamic Ayla site.

The GPR successfully produced images of the subsurface 
and the burried walls by using high and medium-frequency. 
It proved to be an excellent tool for the distinguishing and 
delineation of subsurface structures which are clearly 
expected to be of an archaeological interest.

The flat topography, the presence of sand and gravel, and 
the good electrical-property contrasts between a stonewall 
and sand at the study sites can help detect the anomalous 
zones at the study area. 

Most of the archaeological anomalies are concentrated in 
the NE and SE parts of site 2. 

The shallow hidden feature with depths between 10 cm 
to 60 cm mapped by GPR can interfere in the preservation 
of buried heritage and may provide basic information not 
only to increase the knowledge of the past, but also to aid in 
planning any future excavations.

The scattering anomalies at both sites may indicate 
damaged or missplaced wall sections due to several natural 
factors including earthquakes, or human activities such as wall 
demolition, removal, or reconstruction. The confirmation 
has been extemely difficult without excavations. 
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Abstract

1. Introduction

Air pollution continues to receive a great deal of interest 
worldwide due to its negative impacts on human health and 
welfare. Several studies reported significant correlations 
between air pollution and certain diseases including 
shortness of breath, sore throat, chest pain, nausea, asthma, 
bronchitis and lung cancer (Dockery and Pope, 1994,). 
Extreme effects of air pollution include high blood pressure 
and cardiovascular problems (Pope et al., 2002; Sanjay, 2008). 
Correlations between air pollution and increased morbidity 
and mortality rates were also reported (Laden et al., 2000; 
Pope et al., 1995). The World Health Organization states 
that 2.4 million people die each year from causes directly 
attributable to air pollution (WHO, 2007). Epidemiological 
studies suggest that more than 500,000 Americans die each 
year from a cardiopulmonary disease linked to breathing 
fine particles of polluted air (Marsh and Bernstein, 2008). 
Another study has shown a strong correlation between 
pneumonia-related deaths and air pollution from motor 
vehicles in the UK (Knox, 2008). In addition to its negative 
impacts on human health, air pollution is known to cause 
injuries to animals, forests and vegetation, and aquatic 
ecosystems. Its impacts on metals, structures, leather, 
rubber, and fabrics include cracks, soiling, deterioration, and 
erosion (Boubel et al., 1994).

The Jordan Badia is classified as a semiarid to arid 
steppe environment and falls within the arid climate 

zone (Dutton et al., 1998). Most of the Badia area is bare 
and lacks a vegetation cover (Cope and El-Eisawi, 1998; 
Dutton and Shahbaz, 1999). Land use in the Badia region 
is mainly restricted to agriculture (rained or irrigated), 
animal husbandry, and mining. These areas have also been 
important grazing lands for the local population over the 
years (Juneidi and Abu-Zanat, 1993).

Badia is facing severe soil deterioration and fragile 
natural resources due to climate change, overgrazing, and the 
impact of several waves of refugees to this region. There have 
been few studies to address these challenges. Al-Ayyash et 
al. (2012) studied the feasibility for storm water harvesting in 
the northern Badia for the purpose of using collected water in 
raising cattle. They have found that the estimated runoff that 
could be harvested varies between 0.2 Million Cubic Meters 
at Alaasra and 0.82 MCM at Al-Manareh, which indicates 
that these sites have a good potential for water harvesting to 
be utilized by local farmers and livestock owners. 

Rawajfih et al. (2005) investigated soil samples collected 
at four different areas in the Azraq basin of the northern 
Badia, and reported that most of the studied soils contain 
considerable amounts of carbonates. This leads to an 
alkaline reaction of the soils with pH values mostly being 
above eight, resulting in low availability of certain nutrients 
such as phosphorus. The authors recommended the usage 
of organic-based composts to improve the physical and 
chemical characteristics of the Badia soils in order to achieve 
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The Jordanian Badia, which makes up almost 80% of the Jordanian territories, is becoming an important source for food 
production due to the rapid population growth and the large demand for food. Low precipitation slows down the production 
and decomposition of organic material, which leads to poor soils which lack basic elements that are necessary to maintain a 
lavish agriculture in the Badia. The composting of organic material is believed to be a good option to improve soil conditions 
in the Badia and to reduce the burdens on domestic landfills. However, composting may induce odors and air contaminants 
including NH3, CH4 and N2O in the vicinity of composting premises. This paper is carried out in order to assess air quality 
under the impact of composing in the Jordanian Badia by applying the well-known AERMOD Model. It studies the dispersion 
of odors and other pollutants from a proposed composting facility to be located at the campus of The Hashemite University 
in Jordan. The selected location is a good representation of the Jordanian Badia due to similarities in the climate, soil type, 
and fragile ecosystems. The study reveals that the predicted concentrations of the contaminating gasses vary between 5.0-8.0 
ppb, 1870-2110 ppb, and 110-170 ppb for H2S, CH4, and NH=, respectively. The calculated odor concentrations were found 
to be in the range of 110-250 OuE/m3. The findings of this paper emphasize the importance of composting as a good practice 
to manage agricultural and domestic solid waste, and to produce valuable composts which are highly needed to improve the 
soil conditions in the Badia with minimal consequences on air quality. The vast area of the Badia offers a myriad of places 
far from sensitive receptors to establish compost facilities without causing any nuisance to the (Bedouins) nomads, the main 
inhabitants of the Badia.   
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a sustainable agricultural production. The use of compost 
can be beneficial to improve the organic matter status in 
the Badia. Composts are rich sources of nutrients with a 
high organic-matter content. The physical and chemical 
properties of the soils are improved by adding compost, 
which ultimately increases the crop yield (Hussain et al., 
2001). 

There are two main types of composting: Vermicomposting 
and aerobic composting. Vermicomposting is usually used to 
decompose food materials using a bevy of microorganisms, 
insects, etc. Vermicomposting uses red worms, fungi, bacteria, 
and other insects to break down the materials or to produce 
food for others. It requires a medium level of maintenance. 
Proper moisture and constant monitoring are needed to keep 
the compost healthy.

Aerobic compost is composting by treatment with air 
and bacteria. The microorganisms disseminating the organic 
waste, that is high in nitrogen, will create high temperatures, 
breaking it down quickly without any odors. This type of 
composting needs constant attention and care as the matter 
needs to be overturned at periodic intervals for air supply 
and to keep the temperature up. This type of composting 
works very well for large amounts of waste. Proper moisture 
and air circulation are needed to make sure that the compost 
does not dry up.

Anaerobic composting, is composting without the need 
of air. Herein, one has to make a pile of waste products and 
wait for several years for a compost to occur. This requires 
little or no maintenance; as slow moving bacteria inside 
the waste does not require air to break down.  This type of 
compost is normally found in landfills. The compost matter 
decays creating a smell. That is the reason why most landfills 
create awful odors.

Composting has several air quality consequences; 
mainly odors and fugitive gasses including H2S, NH3, CH4 
and N2O. Pagans et al. (2006) reported that the emissions of 
volatile organic compounds VOC from lab-scale composting 
of various organic wastes exhibit maximum emissions 
early in the composting process. Spencer and Alix (2006) 
recommended controlling the dust at compost facilities by 
maintaining sufficient moisture content because dust can be 
a fire hazard at the facility, and may clog drainage systems 
and give odor and BOD to the leachate. They argued that the 
optimal moisture during decomposition is 60-65%; if compost 
gets too dry, dust will be created. Goldstein and Goldstein 
(2005) showed that insufficient carbon and insufficient 
turning caused leachate and odor problems. Schlegelmilch 
et al. (2005) suggested that main odorous emissions from 
compost facilities occur during the movement of materials. 
They have recommended minimizing odors by avoiding 
anaerobic conditions such as the storage of feedstocks which 
can be odor-producing. Rosenfeld et al. (2004) suggest that 
chemicals responsible for odors include ammonia, methane, 
hydrogen sulfide, and sulfur dioxide. They found that 
aerated static pile composting reduced ammonia by (72%), 
and aeration followed by biofiltration, reduced odor by 
98%. Prasad et al. (2004) presented a review of the data on 
bioaerosols from various compost studies, where a setback of 
200 m is recommended since background concentrations are 

achieved within a few hundred meters. Heroux et al. (2004) 
argued that odors were significant within 500 m of the yard 
waste composting facility. In addition to odors and gasses, 
the composting facilities generate fugitive PM10 via several 
mechanisms including composting operations, screening 
and grinding operations, and vehicles transporting feed 
stock from the site and picking up compost for distribution. 

Muller et al. (2004) measured microbial-generated 
odorous volatile organic compounds (MVOCs) in the 
vicinity of two enclosed facilities composting a mixture of 
plant waste and sewage sludge in Germany. MVOCs were not 
found in the background air, but were detected downwind. 
Terpenes were the dominant compounds, and were detected 
to a distance of 800 m (the farthest point measured) at 103 
nanograms/m3. Concentrations varied over three orders of 
magnitude in the eight sampling events. At one facility, the 
concentrations were higher at a greater distance, which is 
likely due to air circulation patterns. 

Herr et al. (2004a) found that total bioaerosols (total 
bacteria, molds, and thermophilic actinomycetes) were 
found at >105 CFU/m3 in the outdoor air in the vicinity of 
an outdoor composting facility, dropping to background 
concentrations within 550 m. They also reported an 
association between irritative respiratory symptoms and 
general health complaints and distance to the site. Herr et 
al. (2004b) measured total bacteria and molds in the air 
downwind from an outdoor composting site and noticed a 
drop to the near background within 300 m.

A physician-administered survey found airway 
symptoms in residents with the highest exposure (150-200 
m downwind) compared to those further away (400-500m). 
An association was demonstrated between residential 
bioaerosol pollution and irritative airway complaints as 
well as excessive fatigue and shivering (Herr et al., 2004b). 
Bunger et al. (2006) found that exposure to organic dust at 
composting workplaces is associated with adverse acute 
and chronic respiratory health effects. They have reported 
high concentrations of fungi and actinomycetes. Compost 
workers report significantly higher prevalence of mucosal 
membrane irritation of eyes and upper airways as well as 
more conjunctivitis.  Muller et al. (2006) reported that short-
term exposure of healthy young subjects to organic dust at 
composting facilities had mild but measurable effects in 
eliciting acute systemic alterations. 

This paper aims at studying the impact of composting on 
air quality at the Jordanian Badia by employing AERMOD 
to study the dispersion of odors and gasses released from 
the composting site. The findings of this paper provides 
comprehensive insight of how composting is impacting 
ambient air quality in the vicinity of the composting facilities. 
The investigations of this study would enable stockholders 
to take necessary precautions and mitigation measures 
that would prevent or minimize adverse consequences 
of envisioned large-scale composting on atmospheric 
environment at the Jordanian Badia.

2. Composting Technology

In order to make good compost, there are five main 
factors to be controlled during the process: nutrient balance, 
particle size, moisture content, oxygen flow, and temperature. 



Maintaining a reasonable balance between green organic 
materials such as grass clippings, food scraps, and manure, 
which is rich in nitrogen; and brown organic materials that 
have a higher carbon content including dry leaves, wood 
chips, and branches is very important in order to get a fertile 
and sweet-smelling compost. Typically, carbon to nitrogen 
ration (C:N) has to be in the range of 25-30:1. A higher 
carbon content slows down decomposition, whereas a lower 
carbon content may lead to a stinky compost pile.

Microbial activity during early composting stages can 
raise the temperature at the core of the pile to above 60° C. 
High temperatures promote rapid composting and destroy 
pathogens and weed seeds. However, very high temperatures 
are not favored as they may kill microorganisms or constrain 
their activities. Therefore, a certain temperature range has to 
be maintained to ensure optimal microbial productivity. In 
addition to temperature, oxygen and moisture contents have 
to be controlled in order to sustain a healthy and productive 
microbial environment in the compost pile.  Water facilitates 
the transport of substances within the pile and makes nutrients 
in the organic substances available for microbes. Aerating 
the compost speeds up the decomposition. It can easily be 
done by turning the pile or placing the pile on a series of 
pipes. However, too much oxygen can dry out the pile and 
hinder the composting process.  Having a mixture of large 
and small particles is critical. Small particles improve the 
pile insulation to help maintain optimum temperatures and 
produce a more homogeneous compost mixture. They also 
increase the surface area on which the microorganisms can 
feed. However, any excess of tiny particles would obstruct 
aeration into the pile and lead to anaerobic conditions. 

There are several composting techniques that are 
employed in different parts of the world depending on waste 
type and volume. Techniques include vermicomposting, in-
vessel composting, and aerated static piles. Vermicomposting 
uses red worms in bins to feed on food scraps, yard 
trimmings, and other organic matter to create compost. 
In-vessel composting can process large amounts of waste 
without taking up a large space, and can accommodate 
virtually any type of organic waste including meat, animal 
manure, biosolids, and food scraps. This method involves 
feeding organic materials into a drum, silo, concrete-lined 
trench, or similar equipment. This allows for good control 
of the micro-environmental conditions such as temperature, 
moisture, and airflow. The material is aerated by mechanical 
turning. 

The proposed composting facility will employ the 
aerated pile technique. It involves forming organic waste 
into rows of long piles and frequently turning the piles for 
aeration. The ideal pile height is between one to two meters 
with a width of four to five meters. The pile will be aerated by 
turning. Adding layers of loosely-piled bulking agents (e.g., 
wood chips, shredded newspaper) facilitates air percolation 
through the pile. This method produces compost within three 
to six months. It is suitable for a relatively homogenous mix of 
organic waste and works well for larger quantity-generators 
of yard trimmings and compostable domestic solid waste, 
which includes food scraps and paper products. 
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3. Compost Site

4. Environmental Baseline

The Hashemite University (HU) is a Jordanian university 
which includes nineteen colleges that offer Bachelor and 
Master degrees in numerous disciplines including medicine, 
engineering, science, arts, education, etc. It spans over 
a vast campus (850 hectare) in a semi-arid region with a 
smooth terrain. The campus is located about 15 km to the 
east of Zarqa, the second mostly populous city in Jordan. 
It is bordered from the east by Zarqa-Free Zone (ZFZ). 
The compost site is proposed to be located at the North-
Eastern portion of the campus (Figure 1).  Wind mainly 
blows from West and North West, therefore odors and toxic 
gases emanated from the composting will be dispersed in 
empty arid land downwind from the composting site before 
entering into ZFZ.

Historical meteorological data were collected from an 
automated station during the years 2010 to 2014 (Table 1). 
Instruments were programmed to read and record weather 
parameters at five-minute intervals. Data were then 
downloaded and subjected to statistical treatment including 
checking for blanks and calculating monthly arithmetic 
means. Upper sounding is acquired from Almafraq weather 
station.  It is evident that weather conditions at the site of 
the proposed facility are perfect for composting stages. 
Mild to warm air temperatures throughout the year speed up 
different thermophilic and maturation stages. Low numbers 
of precipitation days and accumulative annual precipitation 
provide a natural shelter against excess rain that would 
otherwise enhance the formation of anaerobic conditions, 
which lower the compost grade and enhance emissions of 
methane, hydrogen sulfide, and other odor agents. According 
to windrows (Figure 2), North-West Wind dominates the 
wind direction at the campus of The Hashemite University. 
Consequently, the compost facility, which is proposed to 

Figure 1. Study Area, modified after Abuqubu et al., 2016. 
Coordinates (32°06’24.7”N 36°11’59.3”E) and the satellite image is 
retrieved from www.google.com. 
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be constructed at the North-Eastern sector of the campus, 
would have no impact on students or staff as odors will be 

Ambient particulates and gaseous air pollutants 
(particulate Matter (PM), SOx, NOx, and CO) were 
monitored over the period from (12-14/8/2018) using the air 
quality monitoring station of The Hashemite University. 
They were found to be well below corresponding Jordanian 
standards of ambient air quality specified in JS-1140/2006 
(Table 2). The monitoring station is equipped with analyzers 
(Thermo Environmental Instruments Inc.) which are capable 
of measuring sulfur dioxide (pulsed fluorescence method, 
model TEII 43C), nitrogen oxides (chemiluminescence, 
model TEII 42i), ozone (UV optical absorbance, model 49), 
and carbon monoxide (gas filter I.R. absorption, model 48i), 
in addition to air temperature, wind speed, wind direction, 
and relative humidity. The concentration of ambient 
Ammonia was also measured, and was found to be 76µg/
m3, which is below the Jordanian standard of 270 µg/m3. 
Analyzers were programmed to record readings at five-
minute intervals. The collected data were automatically and 
continuously downloaded into a companion PC. Analyzers 
were calibrated at the sampling site prior to starting the 
experiment in order to ensure proper functioning.

transported away to the empty-desert spaces in the Eastern 
part of the campus.  

Figure 2. Windrows for The Hashemite University over the period 
from 2010 through 2014.

Table 1. Meteorological data for The Hashemite University station over the period (2010-2014). Temperature is reported in (°C).

Table 2. Concentrations of particulates and gaseous air pollutants monitored at the proposed location of the composting facility

Parameter Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Yearly

Mean Air 
Temperature

(Max. +Min.) /2 6.5 6.8 9.3 15.0 19.3 21.7 23.5 23.7 22.1 18.6 13.3 8.5 15.7

Mean Max. air 
temperature 9.3 10.0 13.1 19.8 24.6 27.3 28.9 29.0 27.2 23.0 16.9 11.5 20.1

Mean Min. air 
temperature 3.6 3.6 5.2 10.1 14.0 16.2 18.1 18.3 17.0 14.2 9.6 5.6 11.3

Absolute Max. air 
temperature 23.0 22.8 24.8 32.6 36.7 37.0 38.3 39.5 36.8 33.4 29.0 24.5 39.5

Absolute Min. air 
temperature -3.8 -6.6 -1.8 -2.2 4.5 6.4 11.3 13.5 11.6 7.0 -3.2 -3.2 -6.6

Mean wind speed 
(knot) 7.1 6.9 7.0 6.3 5.4 6.3 6.3 5.9 5.0 4.9 6.4 6.4 6.2

Max. wind speed 
(knot) 30.0 36.0 40.0 40.0 20.0 25.0 25.0 30.0 20.0 21.0 25.0 30.0 40.0

Daily mean Relative 
Humidity % 78.1 74.8 68.2 53.4 44.7 46.5 49.5 52.5 54.5 58.3 63.6 74.6 59.9

Mean sunshine 
hours 4.0 5.0 6.5 8.7 10.3 12.1 12.4 11.6 9.2 7.7 5.7 3.7 8.1

Total Rainfall 
amount (mm) 40.6 38.3 30.6 5.9 2.4 0.0 0.6 0.0 0.2 5.1 19.9 33.6 160.2

Mean no. of days 
with precipitation 

>= 1.0 mm
9.8 8.9 7.1 1.5 1.3 0.0 0.1 0.0 0.1 2.8 4.3 7.8 43.7

Date TSP 
(µg/m3)

PM10 
(µg/m3)

PM2.5 
(µg/m3)

CO (1-hr) 
(µg/m3)

CO (8-hr) 
(µg/m3)

NO2 (1-hr) 
(µg/m3)

NO2 (Daily) 
(µg/m3)

SO2 (1-hr) 
(µg/m3)

SO2 (Daily) 
(µg/m3)

2018/8/12 98.6 48.57 23.2 1.2 <1.0 35.19 35.9 20.5 16.9

2018/8/13 114.8 57.61 29.4 1.1 <1.0 34.048 34.81 38.5 36.7

2018/8/14 174.6 86.96 42.9 1.13 <1.0 32.74 31.36 32.72 31.36
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5. Impact on Air Quality

6. Aermod Findings

The impact of composting on air quality was calculated 
by employing the AERMOD regulatory model, which is 
developed and maintained by The U. S. Environmental 
Protection Agency (EPA) in conjunction with the American 
Meteorological Society (AMS) (EPA-454/R-03-004).

The highest 24-hour and annual PM10 concentrations 
in the vicinity of The Hashemite University’s proposed 
composting facility (HUPCF) is illustrated in Figure 4. The 
highest predicted concentration is expected to be slightly 
higher than 70 µg/m3 within a “circular” area of radius 200m 
surrounding the HUPCF, which is well below the national 
standard for PM10 in ambient air (120 µg/m3). 

The impact of the HUPCF plant on the gaseous air 

pollutants including Hydrogen Sulfide (H2S), Methane 
(CH4), and Ammonia (NH3), are also estimated (Figures 
5-8). It is clear that the concentrations of these gasses show 
relatively high values within the borders of the compost site 
and drop to background concentrations in less than 2000m 
downwind. The predicted concentrations of these gasses 
vary from 5.0 to 8.0 ppb, 1870 to 2110 ppb, and from110 to 
170 ppb for H2S, CH4, and NH3, respectively.  

Model Validity and Input

Modelling Input

Model Validity

The prediction of impacts on air quality during the 
operation phase has been carried out using the AERMOD 
Regulatory Model which is based on the famous Gaussian 
Plume Dispersion. AERMODE has many important features 
which make it the preferred model for air-dispersion 
modeling studies worldwide. Surface meteorology and upper sounding are prepared 

in format that can be read by AERMOD using AERMET, 
a companion model designed to handle meteorology.  The 
two files in addition to emission rates are used by AERMOD 
in order to estimate concentrations of odor and other air 
contaminants at the earth surface in the vicinity of the 
proposed composting site.  Emission rates of released odor, 
gasses, and particulate matter (PM10) are presented in 
Table 3. They are calculated based on published data. The 
composting site will contain ten windrows. Each row is 40m 
long, 4m wide, and 1.5m high. The entire composting would 
last for about one year: nine months for active phase and 
three months for curing phase. Total volume and surface area 
of windrows are calculated to be about 1200 m3 and 2060 
m2, respectively (Figure 3). Compost density is assumed 
to be 600 kg/m3 ; therefore, the total mass of the processed 
compost will be (density * volume ) 720 ton/year.

The American Guideline on Air Quality Models (40 CFR 
Part 51, Appendix W, Federal Register, November 9, 2005) 
and the NYSDEC Guidelines on Air Dispersion Modeling 
Procedures for Air Quality Impact Analysis (DAR-10, May 
9, 2006) recommend the use of AERMOD in air dispersion 
modeling studies for stationary industrial sources. It is 
developed by The U. S. Environmental Protection Agency 
(EPA), in conjunction with the American Meteorological 
Society (AMS). The model is capable of handling multiple 
sources, including point, volume, and area source types. Line 
sources may also be modeled as a string of volume sources 
or as elongated area sources. Several source groups may 
be specified in a single run, with the source contributions 
combined for each group. This is particularly useful for 
applications in which combined impacts may be needed for 
a subset of the modeled background sources that consume 
increment. The combined impacts from all background 
sources (and the permitted source) are needed to demonstrate 
compliance with the National Ambient Air Quality Standards 
(NAAQS). The model contains algorithms for modeling the 
effects of aerodynamic downwash due to nearby buildings on 
point source emissions. AERMOD does include algorithms 
for modeling depositional effects on particulate emissions. 
The AERMOD model has considerable flexibility in the 

specification of receptor locations. The user has the capability 
of specifying multiple receptor networks in a single run, and 
may also mix Cartesian grid receptor networks and polar 
grid receptor networks in the same run. This is useful for 
applications in which the user may need a coarse grid over 
the whole modeling domain, but a denser grid in the area 
of maximum expected impacts. There is also flexibility in 
specifying the location of the origin for polar receptors, other 
than the default origin at (0,0) in x,y, coordinates. For more 
information, refer to the model description document (EPA-
454/R-03-004).

Figure 3. Calculating surface area of a compost windrow.

Table 3. Emission rates of odors and other air contaminants released from the proposed composting facility.

Contaminant Reported Emission Rate Converted Emission Rate Source

PM10 3.03  3.03 ton/ year 0.67 (g/s) USEPA, 2006

CH4 13.5 g/ m2day 3.22E-01 (g/s) Leytem et al., 2011

NH3 1.6 g/m2day 3.81E-02 (g/s) Leytem et al., 2011

N2O 0.9 g/ m2day 2.15E-02 (g/s) Leytem et al., 2011

H2S 0.08 g/ kg.day 1.8 E-03 (g/s) Yuan et al., 2015

Odor 1.19  E+07 OuE/ton 2.72E+02 (OuE/s) Capelli et al., 2014
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7. Discussion

It can be seen that the odor dynamics are similar in almost 
all directions; the concentrations drop rapidly in the first 400 
m and then they decrease slowly to values close to 10 OuE/m3. 
The concentration towards the East direction presents very 
high values (open sheds). The area close to the composting 
site is in critical conditions, and odor can be perceived also 
at a significant downwind distance (more than 1.5 km). The 
impact on workers and staff is often assessed in terms of odor-

Odors
Odor concentration is expressed in terms of odor dilution 

ratio or odor units (OuE/m3) per cubic meter of air (OuE/
m3), where the odor is no longer perceptible by 50% of the 
panelists. Odor is associated with odorant molecules, which 
imply that they cannot be physically or chemically measured. 

Therefore, their concentration is measured in odor unit per 
cubic meter (OuE/m3). 

The odor perception by humans is proportional to the 
instantaneous peak concentration of the odorant rather than 
to mean values (Latos et al., 2011). AERMOD, similar to 
other dispersion models, is set for the calculation of at least 
hourly mean concentrations. The sensation of odor, however, 
depends on the momentary (peak) odor concentration, but 
not on a mean value. In order to calculate the five-second 
average concentration, the hourly averaged concentrations 
predicted by AERMOD are first converted to three-minute 
average concentrations using the formula below (Duffee et 
al., 1991):

The three-minute average concentration is converted to 
five-second average concentrations by multiplying by a factor 
of five (OME, 1996). The findings are illustrated in Figure 
9. It is now evident that odor concentration could be slightly 
higher than 250 OuE/m3 inside the borders of the composting 
site itself, but the concentration drops exponentially to less 
than 10 OuE/m3 downwind the site. 

Figure 4. The highest 24-hour PM10 concentration in the vicinity of 
the HUPCF. The X-axis indicates a West-East direction.

Figure 8. Highest 24-hour N2O concentration in the vicinity of 
HUPCF

Figure 9. The highest five-second odor concentration (OuE/m3) in the 
vicinity of the HUPCF.

Figure 5. The highest 24-hour H2S concentration in the vicinity of 
the HUPCF. It is noted that the Jordanian 24-hour H2S standard of 10 
ppb (JS-1140/2006) is attained.

Figure 6. The highest 24-hour CH4 concentration in the vicinity of 
the HUPCF.

Figure 7. The highest 24-hour NH3 concentration in the vicinity of 
the HUPCF.
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exposure duration per year. However, exposure time (day or 
night) is an important factor that needs be considered. The 
results showed that the unfavorable events happen often in 
the early morning because dilution is halted during the night 
due to the absence of natural convection. Nights undergoing 
thermal inversion are therefore expected to yield a poorer air 
quality with high levels of odors and other contaminants. In 
December and January, wind direction reverses; therefore, 
odors would be transported westward of the composting 
site toward the developed area of the university campus. 
Therefore, early-morning classes in the Eastern building 
would be subject to annoying odors. Consequently, the 
composting site has to be located at least 2000 m to the east 
of classrooms, and 2000 m to the west of ZFZ.

The compost site that is proposed to be established at 
the campus of The Hashemite University would have several 
advantages as it offers affordable and sound management for 
organic waste. Composting has many advantages compared 
with landfilling and incinerating. It does not require the 
allocation of vast land, nor does it release vast quantities of 
greenhouse gasses including carbon dioxide and methane. 
The final product will be distributed throughout the 
cultivated part of the campus. This is anticipated to improve 
soil texture and organic content. 

The project will have minimal impacts on air quality 
(odors) in areas located downwind from the site, which is 
mainly composed of a barn semi-arid plateau. During the 
events of the night thermal inversion, odors may reach 
Zarqa Free Zone, but this should not be a problem because 
the Free Zone is active only during the daytime where 
convection is strong enough to dilute pollution by carrying 
air contaminants upward. Academic and administration 
buildings might be exposed to odors in the early morning 
during December and January. Most of these impacts are 
eliminated by simply placing the composting site at the 
southeastern part of the campus, where odors and gasses 
would be transported and dispersed in an empty land that 
does not have sensitive receptors. 

Based on these findings, it is recommended to adopt 
composting as a sound environmental practice throughout 
the Badia region in Jordan. The final product is highly 
needed in the region because it is a natural soil conditioner 
that is rich in organics and other elements that are essential to 
enhance soil quality in the Badia, which is becoming a main 
area for growing vegetables and fruits as well as livestock 
fodder.

The author is grateful to The Hashemite University and 
the Deanship of Scientific Research for offering a fully-
covered sabbatical leave for the academic year 2018/2019 in 
order to accomplish this research.
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Abstract

1. Introduction
In general, it is difficult and rather complex to make a 

correct and clear decision in a dangerous situation, especially 
at the initial stages, based on the availability of exhaustive 
information that might be delayed to reach the hands of 
decision-makers. Therefore, it is wise to make preliminary 
estimations on the basis of information prepared beforehand 
regarding a hypothetical nuclear accident and its possible 
consequences. On the whole, nuclear power plant (NPP) 
accidents involve emissions of radioactive pollutants into the 
environment and their transport in the atmosphere covering 
large geographical regions. Although nuclear safety at NPPs 
is very strict and tight that accidents are less probable to 
happen; however, such events were recorded several times in 
the past. According to the International Nuclear Event Scale 
(INES; levels 1-7), two accidents of the highest level (7) were 
reported in the past, namely Chernobyl, Ukraine in 1986 and 
Fukushima Daiichi, Japan in 2011.

For the purpose of securing prior knowledge for the 
sake of making a clear decision during nuclear accidents, 
mathematical models can be utilized to simulate the physical 

and dynamical processes of radionuclides’ atmospheric 
transport, dispersion, removal, and deposition (e.g. Cao 
et al., 20016; Mitrakos et al., 2016; Lauritzen et al., 2007; 
Baklanov, 2003; Mahura et al., 1999; Baklanov et al., 
1994). This can help understand and forecast the transport 
of radioactive emissions from potential sources that play 
a considerable role in the preparation of valuable data 
for decision-making processes. From a large diversity of 
factors, influenced by the environmental consequences of 
accident situations, the considerable part of the preparation 
of data is more influenced by local peculiarities and regional 
conditions. These conditions include: location of accident 
source, geographic peculiarities of local terrains; climatic 
conditions; density and quantity of the population; character 
and types of urban settlements, etc. As a matter of fact, 
creating centers for ecological monitoring and forecasting 
accidental consequences are especially important at both the 
local and regional levels.

After being emitted into the atmosphere, radioactive 
pollution clouds undergo additional changes such as: 
advection, turbulence, radioactive decay, dry and wet 
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As a solution for the increasing energy demand in Jordan, nuclear power was recommended for the energy mix at the national 
level. However, investigations of the meteorological conditions and mass transfer have never been conducted and reported 
earlier based on typical Jordanian conditions in order to have prior knowledge in case of a future hypothetical nuclear accident 
in Jordan. In this study, the variabilities of horizontal and vertical wind components and surface temperature differences have 
been investigated near one of the originally suggested locations for the construction of a nuclear power plant facility. That 
proposed location is the site of the Samra Energy Power Plant (SEPP). The selected domain of the simulation model was 
85×85 km2 in area (17×17 grid points and 13 vertical layers) surrounding the SEPP site. The simulations revealed that the wind 
direction near the surface was developed to comply with the complexity of the terrain regardless of the input values of the 
prevailing wind direction. The wind direction propagated along the valleys that are surrounded by the dominating mountains. 
The surface wind speed was proportional to the input value of the wind speed as well as to the slope of the surrounding 
terrain. Quantitatively, the developed surface wind speed was 0.5–2.1 m/s in January compared with 1.0–4.3 m/s in July. 
The vertical component of wind velocity was the lowest (nearly zero in January versus ~0.1 m/s in July) near the surface. 
In practice, the main outcome of this investigation can serve as a base-block for considering other possible geographical 
locations for the construction of a nuclear power plant in Jordan and for case studies intended to assess possible consequences 
in case of accidental releases and other potential accidents of possible nuclear, chemical, industrial danger.   
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deposition, etc. (e.g. Matsuda et al., 2017; Evangeliou et al., 
2016; Mészáros et al., 2012; Momoshima and Bondietti, 
1994). Many models, describing the distribution of 
radioactive emissions from NPPs, have been developed and 
applied worldwide (e.g. Christoudias el al., 2014; Kawamura 
et al., 2014; Mazur et al., 2014; Baklanov et al., 2008a and 
2008b; Mahura et al., 2005; Srinivas and Venkatesan, 
2005; Baklanov and Mahura, 2001; Glyshenko el al., 1981; 
Davydova el al., 1990; AGROS). The Gaussian models 
require a minimum of input data; and hence, these are simple 
to simulate the distribution and transport of emissions. 
However, such models are not fully realistic, because they 
assume a homogeneous vertical distribution of pollution, 
whereas, in reality, the normal distribution law does not 
always occur. Besides, the wind velocity measurement is 
usually sparse and sometimes the trajectory of radioactive 
cloud is represented by a straight line. This limits the 
application of this model to an approximate distance between 
10 and 15 km. Therefore, a more detailed description of 
emissions’ distribution from NPP requires the application of 
higher order models, through which it is necessary to take 
into account temporal and spatial wind velocity components’ 
changes. Such models require information about the velocity 
at several points (e.g. observation stations). The complex 
three-dimensional (3D) models, which are based on 3D wind 
fields, are capable of taking into account the influence of the 
surrounding terrain, roughness of the surface, wind change, 
atmospheric stability, etc. Such models are also embedded 
with the Atmospheric Boundary Layer (ABL) models in 
order to have better simulation results for the vertical and 
spatial structure of the wind field and turbulence. Typically, 
the effective source height of pollution, the increase of initial 
concentration at different stages of the accidental release, 
changes in concentration due to processes of the radioactive 
decay, wet and dry deposition removal of radionuclides 
from the atmosphere are also taken into account under the 
simulation of the distribution of emissions.

In 2001, Jordan started working on its own national 
nuclear power programme by establishing the Jordan Nuclear 
Energy Commission (JNEC). In 2007, the JNEC was replaced 
by the Jordan Nuclear Regulatory Commission (JNRC), 
and in 2008, it was replaced by the Jordan Atomic Energy 
Commission (JAEC). The JNRC works in coordination 
with relevant organizations to regulate and monitor nuclear 
energy, to protect the environment from radioactive hazards 
and related pollution, and to ensure the requirements for 
radiation safety, protection, and security. The JNRC also 
works closely with the International Atomic Energy Agency 
(IAEA) to apply nuclear safety standards in Jordan. The 
main objective of the JAEC has been to promote and develop 
a peaceful utilization of atomic energy to produce electricity 
and desalinate water.

The Jordanian nuclear programme also includes a 
research nuclear power plant, which has been established 
on the campus of the Jordan University of Science and 
Technology with a capacity of 5-10 MWatt (MW). The main 
purpose of this research plant is to conduct scientific research 
in medical, agricultural, and health sciences and services. 
Jordan also accommodates the International Centre for 

Synchrotron-Light for Experimental Science Applications 
in the Middle East (SESAME), which is ought to be the 
first major international research center in the Middle 
East with collaboration between the JAEC and the United 
Nations Educational, Scientific and Cultural Organization 
(UNESCO).

Originally, Jordan aimed to have two 1000 MW water-
water energetic reactor units (VVER-1000) in operation by 
2025, but is now reconsidering the use of smaller modular 
reactors instead. The exact locations of NPP’s units have 
been under continuous consideration and analysis. One of 
originally suggested locations was near the Samra Electric 
Power Plant (SEPP) located in the northeastern part of 
Jordan. 

The main objectives of this study are to simulate and 
investigate the meteorological conditions over the domain 
(85×85 km2) centering around the SEPP site. It should be 
noted that this kind of investigation regarding the Jordanian 
conditions has never been made or published before. In 
practice, the study presented in this manuscript may serve as 
a base-block to consider other possible geographical locations 
in Jordan and to conduct case studies for the assessment of 
other potential objects that pose possible nuclear, chemical, 
and industrial threats.

2. Three-dimensional meso-meteorological model
2.1 Model description

This study utilizes a modified version of the Model 
Package (MP) named after the Institute of the Northern 
Environmental Problems (INEP), developed for the 
Simulation of Meteorological Fields (METEO) and 
Distribution of Pollution within the Atmospheric Boundary 
Layer (TRANS). This MP includes a three-dimensional 
(3D) modeling system that describes atmospheric dynamics 
and radioactive pollution within a modeling domain near 
a nuclear power plant. It consists of two main parts (e.g. 
Baklanov et al., 1994) as follows:

The MP was developed by a team of the researchers 
from INEP of the Kola Science Center, Russian Academy 
of Science. It was utilized for various case-studies (e.g. 
Baklanov et al., 1994; Baklanov et al., 2000; Baklanov et 
al., 2002). In this particular study, the MP was modified 
and prepared to accommodate for the typical Jordanian 
conditions of the complex terrain and to simulate the 
meteorological fields within the boundaries of the selected 
domain (within a 85×85 km2 zone around a hypothetical NPP 
in the northeastern part of Jordan). This paper is focused on 
running the first part of the MP package (METEO - i.e. the 
meteorological fields’ simulation). Although the MP second 
part (TRANS - i.e. distribution and atmospheric transport 

(1) METEO: a numerical meso-meteorological model 
over a complex terrain around a nuclear power plant to 
simulate the 3D meteorological fields

(2) TRANS: an Eulerian transport model to simulate the 
3D atmospheric transport, diffusion, and deposition of 
a variety of radioactive pollutants over the terrain due 
to a hypothetical accident at the selected nuclear power 
plant as well as to calculate doses due to inhalation from 
the passing radioactive clouds and from the surfaces of 
different human organs of different population groups.



of radioactive pollution and calculation of doses) is also of 
great interest in this regard, it will be presented in details in 
another paper in the nearest future.

The METEO model can be extended from a very local 
scale to larger scales. The concept of the 3D wind field is 
typically used in the most complex 3D models, so it is 
possible to take into account the influence of the terrain, 
roughness, wind characteristics, atmospheric stability, and 
other factors. 

The numerical simulation of atmospheric pollution 
transport processes and diffusion consists of model 
realizations of pollution distribution (e.g. TRANS) based on 
the determination of both the u,v,w - components of wind 
field U, and coefficients of turbulent diffusion K along x,y,z-
directions. The wind fields can be determined by a combined 
objective analysis of meteorological data obtained from a 
meteorological measurement network and mathematical 
modeling of the hydrothermodynamical characteristics of 
the atmospheric boundary layer. Even without an existing 
meteorological measurement network, the fields can be 
determined by means of modeling only. However, validation 
is still required against ground-based measurements. The 
details of the TRANS model description are explained by 
e.g. Baklanov et al. (1994).

The main components of the METEO-part are: (1) 
equations to describe the atmospheric processes, (2) a system 
of equations to describe the atmospheric surface layer 
in small–angle cases of a terrain, (3) boundary and initial 
conditions, and (4) determination of surface temperature by 
using actual measurements or by utilizing radiation and the 
heat balance equation of an orographic non-homogeneous 
surface. The use of special methods in the solution of model 
equations, including the system of coordinates with reducing 
height and the method of fictitious domains, allows for 
the simulation of the dynamics of the atmosphere over an 
arbitrary terrain.
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2.2 Model input and output
The METEO model requires a set of input variables 

(see Tables 1–3). These include parameters related to the 
terrain and its contents (location of the nuclear power plant 
(thereafter, the plant) and water surfaces in the selected 
model domain), characteristics and operation mode of 
the plant, temporal parameters related to the occurrence 
of a hypothetical accident, a series of meteorological 
parameters and numerical parameters. The output of the 
METEO simulations includes 3D arrays that describe (in 
y-latitude, x-longitude, and z-altitude directions) the wind 
and turbulence fields as well as the temperature difference 
within the terrain at selected time-steps after the occurrence 
of a hypothetical accident.

The terrain parameters consist of a relief for the local 
terrain in the selected model domain, which is a 2D array that 
contains the height of a point above the sea level (a.s.l.). This 
digital map is scaled down or up when it is needed, so that the 
vertical structure of the model covers most of the boundary 
layer above the terrain. Other terrain-related parameters are 
locations and altitudes of water surfaces and the plant in the 
domain. The temporal parameters of the accident include 
time (hour and minute) and date (year, month, and day) of the 

accident’s starting time. The numerical parameters include: 
a 3D grid description (number of grid points in the three x, 
y, z-directions), simulation time-step [s], continuity of time-
step [s], number of steps and duration of step for iteration 
procedures, and a number of steps and intervals at which to 
write/save the  results to the output files.

The meteorological parameters describe the conditions 
within the terrain at the location of the source (i.e. the plant). 
These include: wind direction and speed [in degrees from north 
and m s-1, respectively], ambient air temperature [oC], relative 
humidity [in %], intensity and quantity of precipitation [in 
mm/h and mm]. Such parameters are additionally required 
to be collected (of course, if available for as many locations 
as possible from a nearby meteorological network of 
measurements). Other meteorological background variables 
include: air temperature gradient [oC], Coriolis parameters 
[s-1], buoyancy parameters, 3D coefficient of turbulence, 
lambda constant, air density [kg m-3], vertical wind profile 
description, surface temperature initial condition, as well 
as the temperature difference between land surface and air, 
between water surface and air, and between “hot” water 
surface (e.g. water used for cooling NPP and released into a 
nearby water object) and air.

3. Case studies
In this study, a series of the METEO model simulations 

have been performed for the location of the hypothetical NPP 
(which coincides with the SEPP location as one of previously 
and originally suggested locations to construct the Jordanian 
NPP) and its surrounding domain (Figure 1). The METEO 
model simulations were performed on a monthly basis 
taking into account the dominating average meteorological 
conditions (based on a statistical analysis of the available 
climatological data; see Table 3).

3.1 Site location and surrounding terrain
Although the exact location of the planned NPP in Jordan 

has not been certain yet, the model simulations have been 
made to investigate the Jordanian conditions and extend this 
exercise to other suggested locations in the future. The Samra 
EPP is located in the northeastern part of Jordan (32.1443 °N, 
36.1428 °E) at an altitude of ~560 m (see Figure 1c). It is about 
30 km to the north-east of Amman (the Jordanian capital city) 
and about 10 km to the north-east of Zarqa (Figure 1b). These 
two cities accommodate most of the Jordanian population 
(that is ~10 million inhabitants, www.worldmeters.info, 2019).

For this study, a model domain (size of 85×85 km2) 
has been selected and at the center of which the NPP plant 
is placed (Figure 1d). It should be noted that the original 
terrain topography (Figure 1c) is very complex with about 
~110 m a.s.l. at the south-west (near the Jordan Valley) and 
three mountains to north-west, south-west, and north-east 
with heights of about ~1240 m, ~1050 m, and ~1100 m, 
respectively. The terrain has a valley along the east-west line 
between the aforementioned mountains. This valley divides 
the terrain into rather equal halves, and it is nearly 10 km 
wide at the eastern side (height ~550 m) of the terrain, but 
becomes very narrow (less than 4 km wide) and deeper (down 
to heights of even ~10 m) at the western side of the domain. 
There are also small-size water reserves, which are located 
close to the power plant.
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The original digital map of the terrain (Figure 1c) was 
transformed by interpolating into a 17×17 grid domain with 
a 5000 m horizontal resolution (Figure 1d). It was used as 
an input pre-defined terrain data for the METEO model 
simulations. The power plant and the nearby water surfaces 
lied within the same grid cell, which was located at ~560 m 
a. s. l. For practical purposes, the whole pre-defined terrain 
was “lowered down” by 200 meters, and hence, the original 
heights of locations of NPP and water surfaces were shifted 
down to 358 m in the model domain. This was done in order 
to accommodate more vertical levels in the atmosphere for 
better representation of hypothetical emissions by vertical 
layers. In total, there are thirteen vertical levels covering a 
1300 m depth layer. Here, the depth of each sub-layer is as 
follows: 50 m – for 1-5th layers, 75 m – 6th, 100 m – 7th, 125 
m – 8th, 150 m – 9-13th layers. Table 1 lists the details of the 
inputs related to the terrain, domain, and model simulation 
parameters.

the selected weather station. The year 2017 was considered as the 
most typical year in a series of observations starting with 2015 
at the campus of the University of Jordan (32.0160 °N, 35.8695 
°E). The statistics of monthly (from January until December) 
variabilities of these meteorological parameters are summarized 
in Table 3 (Hussein et al., 2018). The monthly mean ambient 
air temperature varied between +7 and +26.5 °C (the coldest in 
January and the warmest in July). The monthly mean relative 
humidity was inversely proportional to the temperature, and it 
was within the range of 38–78% (the highest in January and the 
lowest in July). The wettest month was February (daily mean 
precipitation of 5.52 mm/day; with the highest hourly rainfall 
being 0.23 mm/h and the driest months being May-June-July and 
September with no precipitation observed. Based on the monthly 
analysis of the wind characteristics, the prevailing wind direction 
varied from SE (~145°, November) to NW (~321°, September). In 
particular, the winds from the north-western sector dominated 
over the period from April to October, the winds from the south-
eastern sector prevailed from November to December, and winds 
from the south-western sector dominated from January to March. 
The magnitude of the wind speed was in the range of 1–1.9 m/s 
(the highest in July and the lowest in October). Lower wind speeds 
were observed during the period from October to December, and 
the period for higher wind speeds was from June to August.

Figure 1. (a) Jordan map showing elevation above sea level and the domain (red square corresponding to 85×85 km2), which is also shown 
from three different prospective: (b) land use, (c) detailed map of elevation above sea level, and (d) converted elevation map as 17×17 grid. 
The location of the hypothetical Jordanian nuclear power plant (hJNPP) is marked by a red square in the middle of the domain.

3.2 Meteorological conditions
The meteorological parameters which are required as 

inputs for the METEO model simulation are listed in Table 2. 
The main meteorological parameters (wind speed and direction, 
ambient air temperature, relative humidity, and hourly and daily 
precipitation) were obtained from continuous measurements at 



Table 1. Geographical properties of the model simulation and their numerical input parameters

Table 2. Model input that describe the meteorological conditions.

Parameter Note Assigned value

Terrain Relief for local terrain XY grid points 85×85 km2 on a 17×17 grid
Figure 2

Relief grid resolution arbitrary 5000 meters for 85×85 km2

Geographical locations of:
- nuclear power plant
- water surfaces

assigned to a certain cell in the terrain
nuclear power plant at the middle of the terrain 
(i.e. cell (9,9)
water surfaces were assigned to closest cells

Altitude of:
- nuclear power plant
- water surfaces

assigned after scaling up/down the 
terrain

on the downward scaled (85×85 km2) domain, 
nuclear power plant at 358 m and water surfaces 
358 m

Numerical 3D grid-points arbitrary 17×17 (85×85 km2); Figure 2

Simulation time arbitrary 180 minutes

Continuity of time step arbitrary 60 s

XY grid steps identical for X and Y 5000 m for 85×85 km2

Vertical profile 13 layers

1300 meters vertical profile:
layers 1-5: 50 m
layer 6: 75 m
layer 7: 100 m
layer 8: 125 m
layers 9-13: 150 m

Time step iteration arbitrary 10 seconds

Output steps arbitrary every 10 minutes

Parameter Note Assigned value

Meteorological Wind direction North à 0o (clock-wise) Table 3

Wind speed WS = √(U2 + V2)
U and V are horizontal components Table 3

Ambient temperature Measured at 2 meters Table 3

Relative humidity Measured at 2 meters Table 3

Intensity of precipitation Measured Table 3

Quantity of precipitation Measured Table 3

Temperature gradient Temperature vertical gradient (dry vs humid 
atmosphere) dry adiabatic condition (0.01 oC/m)

Coriolis parameters

f = 2Ωsinφ
φ is the latitude
Ω = 2π/T is the Earth’s rotation rate 
(7.2921×10−5 rad/s and T = 23 hr 56 m 4.1 s)

For the altitude at Samra Electric 
Power Plant
f = 7.71×10−5 s-1

Buoyancy parameter 0.003 – 0.01 0.003

3D turbulence coefficient Coefficients of turbulent diffusion assigned 
depending on horizontal vs vertical resolution

XY plane (5000) and Z direction 
(50)

Lambda constant Constant for turbulence modeling to calculate 
fluxes 0.035

Air density ideal gas law 1.18 kg/m3

Vertical wind profile

1- Linearly increasing with height within first 
4 layers of the domain (up to 200 m). Above 
that, a steady-state profile is assumed
2- Exponentially increasing with height 
within the first 8 levels (up to 550m). Above 
that, a steady-state profile is assumed
3- Exponentially increasing with height 
within the first 4 levels (up to 200m). Above 
that, a steady-state profile is assumed

We selected the second option 

Surface temperature initial 
condition

1- PSI(i,j) = 0 whole domain
2- Assumes temperature difference:
land surface and air (Tland – Ta)
water surf and air (Twater – Ta)
hot-water and air (Thot-water – Ta)

We selected the second option

Table 3
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Table 3. Monthly means of the weather conditions and temperature differences [oC] between land surface and air (Tl – Ta), water surf and air 
(Tw – Ta), and hot-water and air (Thw – Ta). The weather data was obtained from the measurement at the campus of the University of Jordan 
during 2017. The data for temperature differences was obtained from the “World Climate Guide”.

Comment: the temperature differences are calculated based on data from the World Climate Guide website (https://www.climatestotravel.
com/climate/jordan - publicly accessible) containing also averaged climatological data for air, sea/water temperatures.  
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The model simulation also requires the temperature 
difference between the land surface and air (Tl – Ta), water 
surface and air (Tw – Ta), and “hot” water and air (Thw – Ta). 
These were adopted from the “World Climate Guide” and 
are listed in Table 3. The Tl – Ta was in the range of 1–4°C 
(the highest in August and the lowest during December–
March). The Tw – Ta varied from +3°C to -2°C (the highest 
was in December-January, whereas the lowest (and negative) 
was during May–July), and it was negative during April-
September. The Thw – Ta difference followed a rather similar 
monthly trend as that of the Tw – Ta difference but it was 

The horizontal wind speed profiles are presented for 
model layer 8 (425–550 m), layer 10 (700–850 m), and 
layer 12 (1000–1150 m) after 60, 120, and 180 minutes 
(Figures 2–4) of model simulations. In general, the wind 
characteristics (speed and direction) were originally 
developed near the surface to comply with the complexity 
of the terrain surrounding the studied site. They, then, 
further propagated along the valleys that are surrounded 
by dominating mountains. Although the input values of the 
prevailing wind direction for the model simulations (see 
Table 3) were different between January and July, the wind 
direction near the surface was almost similar for all months; 
i.e. drifting parallel to the valleys (Figure 2a–f, Figure 3a–f, 
and Figure 4a–f). At the top layer of the model domain, the 
wind direction and speed were aligned with the monthly 
input values (i.e. magnitudes of wind speed and prevailing 
wind direction). As for the wind speed near the surface, it 

was higher in July than in January (i.e. proportional to the 
input value). Furthermore, the wind speed was proportional 
to the slope of the terrain. Quantitatively, after 180 minutes 
of simulations, the wind speed near the NPP location and 
close to the terrain surface was in the range 1.3–2.0 m/s in 
January (Figure 4a) and was slightly higher (1.4–2.6 m/s) 
in July (Figure 4d). The annual mean wind speed was 1–2 
m/s (Figure 4g). Along the valley towards the west sector, 
the surface wind speed was in the range of 0.5–2.1 m/s 
in January and 1.0–4.3 m/s in July (annual mean 0.5–3.4 
m/s) with the prevailing wind direction down the valley 
being towards the west. Along the valley towards the east, 
the surface wind speed was in the range of 1.4–2.1 m/s in 
January and 2.9–3.2 m/s in July (annual mean 0.7–2.3 m/s) 
with the prevailing wind direction along the valley being 
towards the east. The valley on the west side of the domain 
was steeper and narrower than the valley on the east side.

3.3 Model simulations

always positive and had a range of 1–6 °C (the highest was in 
December-January whereas the lowest was during May–July).

As mentioned before, the meteorological field simulations 
were performed based on monthly mean inputs, which are 
listed in Table 3. The main obtained results for the horizontal 
wind speed are presented in Figures 2–4, vertical mixing in 
Figure 5, and surface temperature difference is presented 
in Figure 6 summarized for winter (January), and summer 
(July), and averaged over all the twelve months.

Month Temp.
[oC]

RH
[%]

Wind
Speed
[m/s]

Wind 
Direct.

[degree]

Hourly 
Rainfall
[mm/h]

Daily
Rainfall

[mm]
Tl – Ta Tw – Ta Thw – Ta

Jan 7.0 78 1.4 232 0.14 3.36 1.0 3.0 6.0

Feb 8.7 63 1.6 226 0.23 5.52 1.0 2.0 5.0

Mar 12.9 62 1.5 265 0.03 0.72 1.0 1.0 4.0

Apr 17.1 49 1.4 284 0.03 0.72 2.0 - 1.5 1.5

May 20.8 42 1.6 291 0.00 0.00 2.0 - 2.0 1.0

Jun 23.9 49 1.8 304 0.00 0.00 2.0 - 2.0 1.0

Jul 26.5 38 1.9 313 0.00 0.00 3.0 - 2.0 1.0

Aug 26.3 52 1.8 312 0.02 0.48 4.0 - 1.0 2.0

Sep 24.7 52 1.4 321 0.00 0.00 3.0 - 1.5 1.5

Oct 21.1 56 1.0 308 0.17 4.08 2.0 1.0 4.0

Nov 14.3 68 1.1 145 0.04 0.96 2.0 2.0 5.0

Dec 8.1 76 1.1 188 0.14 3.36 1.0 3.0 6.0
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Figure 2. Wind fields simulation after 60 minutes for (a–c) January, (d–f) July, and (g–i) overall annual average. Each row subplots 
respectively show the simulation results for the model layer 8 (425–550 m.a.s.l.), layer 10 (700–850 m.a.s.l.), and layer 12 (1000–1150 
m.a.s.l.).

Figure 3. Wind fields simulation after 120 minutes for (a–c) January, (d–f) July, and (g–i) overall annual average. Each row subplots 
respectively show the simulation results for the model layer 8 (425–550 m asl), layer 10 (700–850 m asl), and layer 12 (1000–1150 m asl).
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Figure 4. Wind fields simulation after 180 minutes for (a–c) January, (d–f) July, and (g–i) overall annual average. Each row subplots 
respectively show the simulation results for the model layer 8 (425–550 m.a.s.l.), layer 10 (700–850 m.a.s.l.), and layer 12 (1000–1150 
m.a.s.l.).



Figure 5. Vertical component of wind velocity simulated after 180 minutes for (a–b) January, (c–d) July, and (e–f) overall annual average. 
Each row subplots respectively show the simulation results for the model layer 8 (425–550 m.a.s.l.) and layer 10 (700–850 m.a.s.l.).

As shown in Figure 5, the vertical component of wind 
velocity was the lowest (nearly zero in January and ~0.1 
m/s either up or down in July) near the surface. The vertical 
component increased (being slightly higher than 0.1 m/s in 

January and higher than 0.2 m/s in July) due to turbulence 
with air parcels lifting up a layer-by-layer in the domain. 
The increasing rate of the vertical motion with a height was 
stronger in July than in January (Figure 5a–d).
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Figure 6. Temperature difference simulation after 180 minutes for (a–b) January, (c–d) July, and (e–f) overall annual average. Each row 
subplots respectively show the simulation results for the model layer 8 (425–550 m.a.s.l.) and layer 10 (700–850 m.a.s.l.).

Conversely and as expected, the temperature 
differences between the surface and the atmosphere were 
higher near the surface than in the higher layers (Figure 6). 

Furthermore, the temperature differences near the surface 
were higher in July than in January (reaching 1.5 °C versus 
0.5 °C, respectively). 
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4. Summary and conclusions
In practice, nuclear safety is very strict, so that accidents 

are less probable to occur at a nuclear power plant (NPP). 
Nevertheless, accidents were reported several times over the 
past eighty years. Jordan is a developing country which relys 
on importing more than 90% of its energy needs. As a solution 
for the increasing energy demand in Jordan, the energy mix 
was planned to utilize nuclear power, and consequently, 
Jordan has started planning for the construction of NPPs. 
However, investigations of the meteorological conditions 
and mass transfer have never been conducted in relation to 
any of the suggested sites.

This study is aimed at stimulating and investigating the 
meteorological conditions (horizontal wind fields, vertical 
wind component, and surface temperature differences) 
near one of originally suggested geographical locations (the 
site of the Samra Energy Power Plant, SEPP) to construct 
a NPP in Jordan. The model domain had a size of 85×85 
km2 (17×17 horizontal grid points and 13 vertical layers) 
centering around the SEPP site (32.1443 °N, 36.1428 °E; 560 
m a.s.l.), which is located in the northeastern part of Jordan. 
The model simulations were performed based on monthly-
averaged meteorological conditions.

The model simulations revealed that the wind direction 
near the surface was developed to comply with the 
complexity of the terrain regardless of the input values of 
the prevailing wind direction. For instance, they propagated 
along the valleys surrounded by the dominating mountains. 
As for the wind speed near the surface, it was proportional to 
the input value of the wind speed; i.e. higher in summer than 
in winter. The wind speed was also proportional to the slope 
of the surrounding terrain. Quantitatively, the developed 
surface wind speed near the studied location was 1.3–2.0 
m/s in January compared to 1.4–2.6 m/s in July. Along the 
valleys, the surface wind speed was 0.5–2.1 m/s in January 
compared with 1.0–4.3 m/s in July.

The vertical component of wind velocity was the lowest 
(negligible in January versus ~0.1 m/s in July) near the 
surface. As a result of the turbulence processes, the vertical 
wind speed increased (slightly higher than 0.1 m/s in January, 
while it was higher than 0.2 m/s in July). 

It should be noted that this kind of investigation has 
never been conducted or reported before regarding the 
Jordanian conditions. The current study presented in 
this manuscript will hopefully serve as a base-block for 
other possible applications concerning other geographical 
locations in Jordan and also for assessment studies of the 
possible consequences in case of accidental releases from 
other potential objects with possible nuclear, chemical, and 
industrial danger.
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Abstract

1. Introduction
Jordan, a country of the Middle East region, is located 

to the east of the Mediterranean Sea with an average area 
of about 89,210 km2. The country is bordered by Syria from 
the north, Iraq from the northeast, Saudi Arabia from the 
southeast and the south and by Palestine from the west 
(Figure 1). Due to the dry and semi-arid climate, the sound 
administration of water resources has been an issue in Jordan 
since the establishment of the Kingdom of Jordan in 1946. 

From the physiographical standpoint, the country can be 
divided into four districts: (1) The Ghors (marshes) in the 
western portion of the country, which is comprised of three 
zones: The Jordan Valley which begins at Lake Tiberius 
in the north, the swamps along the Dead Sea and the Wadi 
Araba which expands in a southerly heading to the northern 
shores of the Red Sea (total region: 5000 km2); all of the Ghor 
regions are found to be below the sea level (2) The highlands, 
which run from the north to the south at an elevation of 
between 600 m and 1600 m over the sea level (total zone: 
5510 km2), (3) The plains, which extend from the north to 
the south along the western borders of the desert (Badiah) 
(total region: 10,000 km2), and finally (4) The desert region 
(Badiah) in the east, which is an expansion of the Middle 
Eastern desert (total region: 68,700 km2) (MoEnv, 2015). 

Jordan’s climate is characterized by long hot and dry 
summers and wet cold winters. The temperature increases 
towards the south, with the special case of a few southern 
highlands. Precipitation shifts impressively with area, 

primarily due to the country’s topography (Al-Kharabsheh, 
2013). The precipitation diminishes from 600 mm at the 
northwestern part of the country to less than 100 mm at the 
extraordinary southeastern deserts; more than 93% of the 
country receives a precipitation of less than 200 mm (Figure 
2 and Table 1). Looking over time; and due to climatic 
change impacts and drought events, the annual precipitation 
volume is being negatively deviated from the long term mean 
(Table 2). Based on the third national communication report 
to UNFCCC, Jordan is expected to have a warmer and drier 
climate with a potential increase in air temperature from 
+2.1 °C to +4°C and a decrease in the annual rainfall from 
15% up to 35% in 2100 (MoEnv, 2014).

In 2017, the yearly precipitation for the country was of 
8165 MCM, from which 93.5% are lost through evaporation, 
while 2.1% is considered floods and 4.4% flows as 
groundwater recharge (MWI, 2017). The level of the Dead 
Sea falls each year by 85 centimeters (cm), due to broad 
water utilization in the Dead Sea basin. Watered soils along 
the Jordan Valley are showing signs of salinization since the 
characteristic floods are no longer accessible to flush the 
flooded land and filter the salts (MWI, 2017).

Jordan is among the countries with the scarcest 
renewable water resources per capita in the world; it ranked 
the second poorest in 2017, with only 100 m3 per capita 
per year which appears to be diminishing each year, and is 
expected to reach almost 80 m3 in the year 2020 (MoEnv, 
2014; World Bank, 2007; MWI, 2017). This is far below the 
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Water crisis in Jordan is the most critical common limitation to the country’s financial development and advancement. The 
crisis is exacerbating with time, because of the quick increase in population that is associated with sudden refugee fluxes and 
because of the inefficient use of water which both have made exceptional demands on water resources. The importance of this 
paper lies in estimating the effectiveness of technical water management and assessing the extent of management capacity in 
the reduction of water scarcity in the Kingdom of Jordan.
Despite the governmental efforts to manage the country’s limited water resources and the relentless search for alternative 
supplies, the adopted political, financial, and technical responses are still limited to maintain a balance between demand and 
supply. Several of the inspected adaptation measures include desalination, reuse of treated wastewater and greywater, storm 
water collection, rationale/efficient water use, among others. The results indicated that these measures can reduce the impact 
of water crisis; however, they are not enough to compensate for the kingdom’s future demands and for a better financial 
development. Accordingly, only mega-projects are preferred which may sound the only solution to escape the bottleneck 
of the crisis. A multidimensional incorporation of all water related parties at all levels of the citizens, the government, and 
politicians is required. It is important to direct the policies of the water sector towards water resilience and governance. One 
of the most important actions to consider is to make proactive and contingency plans enhanced by the policies and legal 
frameworks at the national level to ensure a sustainable water resilience and governance. 
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per capita water resources accessible in other countries of 
the Middle East, which may reach almost 1000 m3 (FAO, 
1995). Water demand surpasses the accessible renewable 
water supply, to the extent that the groundwater table in 
nearly the entire country is falling. The demand on water is 
rising due to populace development, higher living measures, 
refugee problems, the extension of inundated lands, and 
industrialization (UNICEF, 2006).

As a result of all of the aforementioned circumstances 
including the increasing demands on the water supply 
due to the population growth and the high needs being 
exacerbated and magnified by the sudden refugees’ influxes 
into the country, in addition to the fact that Jordan’s surface 
water resources are shared by the neighboring countries 
whose control has partially deprived Jordan of its fair 
share of water, the gap between water supply and demand 
is becoming bigger and wider creating a “Jordanian water 
resources’ scarcity” which is considered the most important 
environmental and social challenge facing Jordan nowadays. 
The current use already exceeds the renewable supply, which 
is covered by over-drafting renewable and nonrenewable 
supplies especially at highland aquifers, resulting in lowered 
water tables and a declining water quality.

Several ideas and measures have been highlighted 
recently and even implemented to reduce the pressure on the 
water demands and supplies by all sectors including a rational 
use of water, water recycling, improvement of irrigation 
techniques, reducing water loss in distribution, water 
harvesting, and desalination; however, a sustainable solution 
to meet all demands has not been reached yet. The objective 
of this paper is to highlight the water needs, the designed 
and implemented solutions, and discuss their sustainability 
to overcome the national actual needs overtime.

Figure 1. Location Map of Jordan. (Ababsa, 2013)

Figure 1. Location Map of Jordan. (Ababsa, 2013)

Zone Annual Rainfall 
(mm/year)

Area 
(km2)

Area as a 
percentage of 

the total area of 
Jordan

Semi- humid 500-600 620 0.7 %

Semi- arid 300-500 2,950 3.3 %

Marginal 200-300 2,030 2.2 %

Arid 100-200 20,050 22.3%

Desert < 100 64,350 71.5 %

Total 90,000 100 %

Table 1. Climatic classification agreeing to precipitation dispersion 
in Jordan.

Table 2. Annual precipitation deviation from a long term rate (MWI, 
2017).

Year
Rainfall 
Volume
(MCM)

Long-term 
Rate

(MCM)

Deviation from
Long term Rate

2006/2007 7683 8313 -630

2007/2008 5194 8269 -3075

2008/2009 6379 8243 -1864

2009/2010 8728 8249 479

2010/2011 6477 8225 -1748

2011/2012 5943 8195 -2252

2012/2013 8120 8194 -74

2013/2014 7228 8181 -953

2014/2015 8884 8191 693

2015/2016 9483 8207 1276

2016/2017 8165 8206 -41



2. Population Growth 3. Available Water Resources and their Employments
Based on the logistic modeling of the growth rate in 

Jordan (equation 1), it seems that the sudden refugees’ 
influxes are considered the most unstable growth factor 
affecting the population growth and the related political 
and financial development in the country (Figure 3). The 
populace development is around 3.4% not counting variances 
caused by universal political occasions, while it exceeded 5% 
when counting sudden refugee influxes. 

Utilized water in Jordan is derived from three main 
resources; 27% of the water is derived from surface water, 
59% from groundwater, and 14% from treated waste water. 
Fresh water resources in Jordan consist mainly of groundwater 
and surface water. Treated wastewater and brackish water 
desalination are other important non-conventional resources 
that help bridge part of the gap between supply and demand 
especially in the municipal and agricultural sector. The 
different available water resources in Jordan are as follows:

These sudden fluxes are considered a threat to the water 
security of the kingdom of Jordan not only temporarily 
through managing the available resources and connection 
networks, but may have consequences even on the long 
run. According to MWI (2017), the increase in demand for 
domestic water in the northern governorates has increased 
by 40% over the last few years as a result of hosting 
Syrians. Each Syrian refugee costs the water sector around 
440JD/year. These impacts will worsen for generations 
and decades to come, if solutions are not found to ensure 
the sustainability of the available resources. One of the 
most important consequences that have been explained so 
far is the lack of water stability, lack of extension, raising 
tariffs, and the environmental impact associated with the 
inability to maintain the available resources, the decrease of 
the underground level, and the ensuing increase in poverty, 
unemployment, and indebtedness.

Approximately 90% of the population of Jordan is 
concentrated in the northern and central portions of the 
country, where precipitation is most elevated and most of 
the water resources are available there. About 90% of the 
drinking water supplied to the capital comes from sources 
distanced 125 to 325 km away and elevated up to 1200m 
with five pumping stages, while 42 % of the drinking water 
supplied to the northern governorates comes from sources 
distanced 20 to 76 km away and elevated up to about 1200m 
with four pumping stages (which indicates the higher cost for 
the water supply).

where a and b are birth and death rates, c is the population 
at time zero (in this case the intial data is 1952).

 . . Equation 1

Figure 3. Population growth rate in Jordan including the sudden 
refugee fluxes.

Figure 4. Surface Water Basins in Jordan (MWI Files).

3.1 Jordan’s Surface Water Resources
Surface water is dispersed unevenly in fifteen basins 

(Figure 4). The biggest source by distance is the Yarmouk 
River, which is located to the east of the Jordan Valley Basin. 
This river provides nearly 50 % of Jordan’s surface water 
resources; however, due to the Syrian crises and the huge 
consumption from the Syrian side, the flow rate of this river 
is decreasing substantially. The normal yearly base-flow of 
all rivers in Jordan is approximately 451.4 MCM and the 
normal yearly flood stream is around 255.5 MCM. Flood 
flows represent 3.04 % of the total yearly precipitation (Table 
3).

The Yarmouk River drains into the basaltic plateaus of 
the Hauran in Syria, an area of fair rainfall and strong runoff. 
The typical monthly flows of the Yarmouk River at Adasiyia 
are between 4 and 5 MCM during the dry season and between 
17 and 40 MCM during winter. About 110 MCM per year of 
the Yarmouk River, Al-Wehda dam and the Mukhieba Wells 
are diverted to KAC, 70 MCM of which are pumped to the 
Zai water treatment plant which supplies west Amman. The 
remaining 40 MCM are used for irrigation in the Jordan 
valley (MWI, 2013). The Zarqa River is the second largest 
tributary of the Jordan River. The mean rainfall for the 
watershed is 273 mm, and the median annual stream flow is 
70 MCM. In the year 2013, the annual discharge was a record 
of 135 MCM (AFD and CMI, 2011).
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Figure 5. Groundwater Basins in Jordan.

3.2 Jordan’s Groundwater Resources
Groundwater is the major water resource for municipal 

water use. In most urban sites, water is supplied on an 
intermittent, rationed basis that requires household storage 
in cisterns and/or roof tanks. Jordan’s groundwater is 
dispersed across twelve basins (Figure 5). The main types 
of aquifers in Jordan are limestones, sandstones, and basalts 
(GTZ, 1995). The sum of recharge in a renewable aquifer 
determines the safe yield, which can be withdrawn each 
year without imperiling groundwater supply in the future. 
Numerous ponders and gauges have been carried out on 
groundwater resources in Jordan. Based on these, it can be 
concluded that the safe yield of all renewable aquifers is 275 
MCM per year, while the safe yield abstraction quantity from 
nonrenewable groundwater for fifty years is about 143 MCM 
(Al-Hadidi and Al-Kharabsheh, 2015). 

The number of working wells in Jordan exceeds 3211 
wells; however, there are many unauthorized wells that 
increase the non-revenue water percentage each year. The 
quantity of over-pumping from groundwater is estimated at 
about 200 MCM. It should be taken into account that 52% of 
the available water is used for agriculture, and 46% of which 
comes from groundwater sources. Recent documentations 
indicate that the groundwater level in the main aquifers 
drops at a rate of 2 meters per year, but the decline in some 
depleted areas reaches 5 to 20 meters.

Jordan’s major non-renewable aquifer is in the Disi 
region in the south, where the final major recharge happened 
approximately 10,000 years ago, when the climate in the 
region was more humid. This is the fundamental non-
renewable resource directly exploited in Jordan. A few 
studies have concluded that the safe yield of the aquifer is 
125 MCM/y for 50 years and its water quality is generally 
less than 500 mg/l. Other nearby nonrenewable groundwater 
resources are found in the Jafr Basin with a yearly safe yield 
of 18 MCM/y.

The request to cover the needs of the diverse divisions 
has expanded from 639 MCM in the year 1985 to 1279 MCM 
recently, and is anticipated to increase to more than 1312 
MCM in the year 2020 (Table 3). The source of these requests 
is surface water, groundwater, and treated wastewater (Table 
4). Groundwater is considered a major immoderate source 
amid the past period, Table 5 shows that pumping from 
groundwater expanded from 479 MCM in the year 2006 to 
almost 508 MCM in the year 2012, while the safe yield of 
these aquifers is only 275 MCM (USAID, 2009).

No
Surface Water Basin

Basin Code Catchment 
Area (km2)

Average Annual 
Rainfall (mm/year)Basin/Area Basin Name

1

Dead Sea 
Basin

Jordan River 
Subbasin  

Yarmouk AD 1,426 280

2 Amman-Zarqa  AL 3,739 220

3 Jordan Valley  AB 780 270

4
Jordan Valley 

Rift Side Wadis

North AE, AF, AG
AH, AJ,AK 946 490

5 South AM, AN, 
AP 736 370

6

Dead Sea 
Subbasin

Central 
Basins

Mujib CD 6,727 180

7 Hasa CF 2,603 130

8 Dead Sea Rift Side Wadis C 1,508 240

9 North Wadi Araba D 2,953 180

10

Eastern Desert Basin

Azraq F 12,400 85

11 Hammad H 18,047 85

12 Sirhan J 15,733 45

13 Jafr G 12,363 45

14
Southern Basins

South Wadi Araba E 3,742 75

15 Southern Desert K 6,296 15

Total 90,000 100

Table 3. Surface Water Basins in Jordan (From GTZ Water Master Plan, 2004).
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3.3 Jordan’s Wastewater Resources
The Water Authority of Jordan (WAJ) is responsible for 

domestic wastewater management. On the other hand, the 
Aqaba Water Company and the Yarmouk Water Company 
are responsible for the operation of the WWTP in their 
regional delineations. Currently, there are twenty-seven 
working wastewater treatment plants (WWTP) in Jordan 
that are designed to treat 407,930 cubic meter per day. 
Table 4 shows the quantities of wastewater discharged to 
the working WWTPs in 2017. Samra WWTP receives more 
than 70% of wastewater diverted to WWTPs, while the 
Mansourah WWTP for septic tanks receives only around 
0.005% of the total wastewater discharged.

The ratio of water used in the industrial sector in relation 
to the total use is very small and is estimated at about 5%. 
In industrial states, industries usually have WWTPs or 
pretreatment units inside their vicinity where they work 

before discharging their wastewater to the central WWTPs 
or to other locations to be used for tree irrigation or in the 
nearby Wadis. Also, many industries (food processing, 
yoghurt, etc) are connected to the sewage network as their 
wastewater complies with connection requirements.

The reuse of wastewater is now regulated by several 
sets of standards, including ones governing the discharge 
of toxic materials to sewers and others that established 
standards for reuse of wastewater and the processing and 
use of sludge. Challenges facing the expansion of the re-
use of reclaimed wastewater from industries include the 
location of these industries relative to wastewater treatment 
facilities, the quality of treated wastewater relative to 
industry standards, the cost of refining the treatment 
levels to higher standards, and the cost of building new 
conveyances from central wastewater treatment facilities 
to industrial sites.

No. Treatment
plant name

Year of
commissioning

Treatment 
technology

Design flow
(m3/day)

Actual 
average flow
(m3/day) 2010

Operator

1 Aqaba Natural 1987 Stabilisation ponds 9,000 6,371 AWC

2 Aqaba Mechanical 2005 Extended aeration 12,000 9,846 AWC

3 Al Baqa 1987 Trickling filter 14,900 10,209 WAJ

4 Fuheis 1997 Activated sludge 2,400 2,221 WAJ

5 Irbid Central 1987 Trickling filter & 
activated sludge 11,023 8,132 YWC

6 Jerash (East) 1983 Oxidation ditch 3,250 3,681 YWC

7 Al Karak 1988 Trickling filter 785 1,753 WAJ

8 Kufranja 1989 Trickling filter 1,900 2,763 YWC

9 Madaba 1989 Activated sludge 7,600 5,172 WAJ

10 Mafraq. 1988 Stabilisation ponds 1,800 2,009 YWC

11 Ma’an 1989 Extended aeration 5,772 3,171 WAJ

12 Abu Nuseir 1986 Activated sludge R, 
B, C 4,000 2,571 WAJ

13 Ramtha 1987 Activated sludge 7,400 3,488 YWC

14 As Salt 1981 Extended aeration 7,700 5,291 WAJ

15 Tafila 1988 Trickling filter 1,600 1,380 WAJ

16 Wadi Al Arab 1999 Extended aeration 21,000 10,264 YWC

17 Wadi Hassan 2001 Oxidation ditch 1,600 1,132 YWC

18 Wadi Musa 2000 Extended aeration 3,400 3,029 WAJ

19 Wadi as Sir 1997 Aerated lagoon 4,000 3,624 Miyahuna

20 Al Ekeder 2005 Stabilisation ponds 4,000 3,908 YWC

21 Al Lijoon 2005 Stabilisation ponds 1,000 853 YWC

22 Tall Almanta 2005 Trickling filter & 
activated sludge 400 300  

23 Al Jiza 2008 Activated sludge 4,000 704  

24 As Samra 1984 Activated sludge 267,000 230,606 Suez-Morganti

25 Al Merad 2010 Activated sludge 10,000 1,000  

26 Shobak 2010 Stabilisation ponds 350 100 WAJ

27 Al Mansorah 2010 Stabilisation ponds 50 15  

Total    407,930 323,951  

Table 6. Wastewater treatment plants in Jordan (WAJ Files).
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4. International Waterways
An International Waterway refers to a river whose 

streams are shared between two or more countries. Most 
of Jordan’s water resources are shared with other countries. 
The Jordan River is the biggest river of the country, yet 
the Israelis redirect most of its water. Water allocation to 
riparian nations is one of the most troublesome territorial 
issues (GTZ, 1999). Other critical shared-water resources 
are the groundwater resources of North Jordan (Azraq, 
Yarmouk, and Amman-Zarqa basins), where a critical rate 
of the natural recharge likely occurs in Syria. Extra Syrian 
improvement of groundwater in these basins decreased the 
accessible safe yield to Jordan.

The Yarmouk River framework is the fundamental 
surface water resource. Given the extraordinary shortage 
of water resources in the locale, the significance of creating 
satisfactory water resources allocation procedures was 
recognized as early as the 1930s. In spite of the fact that 
no comprehensive agreement exists on sharing the jointly 
owned water resources, eleven plans for water utilization 
were arranged between the years 1939 and 1955. The final 
one was the Johnston Arrangement of 1955, which conducted 
a fair water-sharing plan between Jordan and Syria (World 
Bank, 2007).

The Peace Treaty which was signed in 1994 by Jordan 
and Israel guaranteed Jordan its right to an additional 215 
MCM of water annually through new dams, diversion 
structures, pipelines, and a desalination/ purification plant. 
The ANNEX II of the Peace Treaty document, for Water and 
Related Matters contains seven articles which defined the 
allocation, storage, operation and maintenance, monitoring, 
water quality and protection, notification and agreement, 
and co-operation. 

The agreement stipulates that during the summer period 
from May 15 to October 15 of each year, Israel shall receive 
12 MCM, and Jordan is to keep the rest of the Yarmouk water 
flow. During the winter period, from October 16 to May 14 
of each year, Israel is entitled to receive 13 MCM, and Jordan 
is to keep the rest of the flow. Furthermore, Israel is entitled 
to borrow an additional 20 MCM during the winter period, to 
be transferred back to Jordan during the next summer. With 
regard to excess flood waters from the Yarmouk that would 
otherwise flow into the Lower Jordan River, it was agreed 
that both Jordan and Israel are allowed to utilize this water in 
equal portions for their own purposes.

At the lower Jordan River, the agreement stipulates 
that during the summer period of each year, Jordan shall 
receive 20 MCM from the Lower Jordan River upstream of 
the Yarmouk from Israel. During the winter period, Jordan 
shall receive an additional 20 MCM from Israel from the LJR 
south of the Yarmouk. With regard to the remaining water 
flows in the LJR south of the Yarmouk, it was agreed that 
both Jordan and Israel are allowed to utilize this water in 
equal shares for their own purposes, provided that neither 
party would harm the water quality of the LJR. A Joint 
Jordanian – Israeli Water Committee has been established to 
monitor the actual water flows and water allocations. 

In terms of saline springs and additional water resources, 

the agreement stipulates that Jordan is entitled to receive 10 
MCM of desalinated water from Israel, originating from 
the saline springs near Lake Tiberias, provided that this is 
financially feasible. If so, it has been agreed not to discharge 
the brine into the LJR basin. Currently, this saline water is 
conveyed from these springs directly to the LJR through the 
Saline Water Carrier by Israel. The agreement confirms that 
Israel will explore the possibility of financing the operation 
and maintenance cost of supplying this desalinated water to 
Jordan, while Jordan will explore the possibilities to finance 
the required capital expenditures. Finally, the agreement 
includes the intension to jointly develop an additional 50 
MCM of drinkable water, without yet specifying its source, 
for the benefit of Jordan.

Unfortunately, out of the 215 MCM, Jordan is already 
receiving between 55 and 60 MCM of water from across the 
border with Israel through a newly-built pipeline. Jordan 
is also entitled to build a series of dams on the Jordan and 
Yarmouk rivers to impound its share of flood waters. To this 
end, the Karama Dam in the Jordan Valley has been built to 
store 55 MCM of water, mainly from the Yarmouk, and its 
yield will be used to help irrigate some 6000 hectares in the 
southern Jordan Valley (Wardam, 2004; Royal Haskoning 
DHV, 2015).

5. Analysis of Water Demand and Supply
There is a huge gap between water demand and supply in 

Jordan, where the sustainable water supply is limited while 
the demand is rising rapidly. In 2017, the estimated water 
demand quantity for all sectors was 1412 MCM. Table 7 
and Figure 6 show the quantities of water utilized by users 
from 1985 till 2017. It is apparent that most of the water is 
used by the agricultural sector through irrigation practices. 
Agriculture consumes about 53% of the total water supply; 
however, it accounts for 6% of Jordan’s Gross Domestic 
Product (GDP) and 12% of this were natural products and 
vegetables. Around 10% of the labor force was utilized in 
agriculture. The Ministry of Water and Irrigation updated its 
strategies to hold agricultural water use at 700 MCM in the 
future, so a strong challenge will be to generate a greater deal 
of value by utilizing that amount of water

The irrigated cultivation potential in Jordan was 
evaluated at around 840,000 ha. Nevertheless, taking 
into account the possibly accessible water resources, the 
irrigation potential is around 85,000 ha, which also includes 
areas that are irrigated currently (MWI, 2008).

In spite of the fact that water system has been detailed 
in Jordan for an exceptionally long time, especially in the 
Jordan Valley, serious irrigation ventures have been executed 
since 1958 when the Government chose to redirect a portion 
of the Yarmouk River water and build the King Abdullah 
Canal. The Canal was 70 km long in 1961 and was expanded 
three times between 1969 and 1987 to reach the length of 
110.5 km. The development of dams on the side channels 
and the redirection of the streams from other channels have 
permitted the advancement of irrigation over a huge region. 
At the same time, wells were bored in the Jordan Valley to 
abstract groundwater, for residential and irrigation purposes 
(MWI, 1997 and 1999):

Irrigation in the highlands relies on groundwater 



resources. The irrigation system depends on wells which 
are from 100 to 5,000 m deep, which convey water to the 
agrarian lands (JICA, 1995). There are three types of 
irrigation development supporters in these regions:
•	 Private holders who have obtained credits from the 

Agriculture Credit Organization (ACC) for boring, 
pumps, and developing water system frameworks

•	 Bedouin-settlement water system ventures worked 
and kept up by the Service of Farming and the Water 
Authority

•	 Private companies working on large-scale ventures in 
the southeast of the country.
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Figure 6. Quantities of water utilized by sector from 1985 till 2017.

Figure 6 shows that the industrial use is almost stabilized 
due to low investments within the country; however, the main 
consumer, that is the agriculture sector, is flocculating by 
time depending on marketing windows. On the other hand, 
the municipal use is increasing tremendously indicating the 
urge needs to compensate for the fast population growth. 

Looking closely over the year 2016, the total water 
use was 1044 MCM, which went to supply the municipal, 
industrial, irrigation, and livestock demands by 43%, 3.1%, 
52.4%, and 0.7% shares, respectively (Table 8). Most of the 
water supply is derived from groundwater (59%) followed 
by surface water (28%), while the non-conventional supply 
only provided 13% of the needs. This illustrates how much of 
the renewable groundwater is being depleted, while surface 
and non-conventional water supplies represent only minor 
gaps fillings. In addition, it is important to indicate that the 
estimated non-revenue water is 48% in 2017 compared to 
43% in 2010; it is divided to more than 50% as administrative 
losses and less than 50% as physical losses from the networks.

Year Municipal Industrial Irrigation Total

1985 116 22 501 639

1986 135 23 461 619

1987 150 24 570 744

1988 165 39 613 817

1989 170 36 624 830

1990 176 37 657 870

1991 173 42 618 833

1992 207 35 709 951

1993 214 33 737 984

1994 216 24 669 909

1995 240 33 606 879

1996 236 36 610 882

1997 236 37 603 876

1998 236 38 561 835

1999 232 38 532 802

2000 239 37 541 817

2001 246 33 487 766

2002 249 37 517 803

2003 262 36 506 804

2004 281 38 541 860

2005 291 38 603 932

2006 291.4 40.5 508.6 840.5

2007 294.5 50.8 510.2 855.5

2008 315.7 40.5 495.6 851.8

2009 326.8 39.3 498.2 864.3

2010 352 41 500.8 893.8

2011 346.8 39.4 505.8 892

2012 353.8 33.9 454.8 842.5

2013 381 39.3 525 945.3

2014 429 39 504.3 972.3

2015 456.5 37.9 514.4 1008.8

2016 456.9 32.46 547.04 1036.4

2017 469.7 32.1 544.7 1046.5

Table 7. Recent and Anticipated water utilization in Jordan by 
division in MCM (MWI, 2013, 2015, and 2017).
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Table 8. National Water Supply and Consumptive Use (MCM) by Sector for the year 2016

Table 9. Future Water Demand over the Period 2020-2025 (MWI, 2016)

Row Labels Municipal Industrial Irrigation Livestock Total Water Uses Share%

1-Surface Water 123.75 3 155 7 288.75 28%

A. Jordan Rift Valley 101.86 3 89.16 0 194.02

 KAC 68.82 0 52.88 0 121.7

 Sothern Ghor &W. Araba 33.04 3 36.28 0 72.32

B. Highlands 21.89 0 65.84 7 94.73

 Springs 20.41 0 21 0 41.41

 Base & Floods 1.48 0 44.84 7 53.32

2. Treated Wastewater 0 2.1 134.24 0 136.34 13%

 TW  Registered  in JV 0 0 101.12 0 101.12

 TW non-registered in HL 0 2.1 33.12 0 35.22

3. Groundwater 333.15 27.37 257.8 0.63 614.48 59%

Renewable GW 211 23 231.11 0.63 465.47

Nonrenewable GW 117.95 4.37 26.69 0 149.01

Desalination 4.2 0 0 0 4.2

Total Utilized Water Res. 456.9 32.46 547.04 7.63 1044 100%

6. Future Water Demands
Water strategy of Jordan (2007 and 2009) indicated that 

the total water use in 2015 amounted to 1400 MCM, which 
is probably less than the actual water use due to the partially 
uncontrolled abstraction of groundwater, in particular by 
agricultural farms in the highland areas. The recorded water 
use through agriculture amounted to 537 MCM in 2009, 
which is 61% of the total water used. Water for municipal uses 
was in the second largest position with about 34%, while the 
industry and tourism sectors consumed the remaining 5%.

Municipal water use comprises domestic water use at the 
household level and water for services, such as commerce, 
health, education, workshop, governmental offices, and 
communal green spaces. This sector receives water through 
the public water network which is managed by the WAJ and 
Jordan’s three public utilities. The total municipal water use 
is expected to increase to about 730 MCM in 2020 according 
to Jordan’s water strategy, and is expected to increase to 778 
MCM in 2025 (Table 9).

Industrial water use includes both industries that 
do not receive their water from public water networks 
and industries with their own water wells. Groundwater 
comprises about 90% of the main sources of water used for 
industry. Industrial water use increased sharply over the last 

decade up to 50 MCM in 2015, but the annual growth rates 
differ considerably.

Jordan’s Water Strategy estimated water requirements 
for oil-shale and nuclear-power industries to reach about 
25 MCM in 2020. The projections by the MWI predicted 
industrial water use at 70 MCM in 2025. 

Apparently, Jordan is directly over-exploiting its water 
resources by between 10% and more than 100%. Water 
levels are dropping, groundwater resources are being mined, 
salinization and salt-water interruption are watched, and the 
household water supply does not reach satisfactory measures. 

The increasing cost of water supply is adding to the 
large burden of the fiscal budget in terms of new capital 
expenditure and subsidy needs. The gap between current 
tariff levels and full cost recovery is too big to be bridged 
by tariff increase alone. Full cost recovery is too expensive 
for the majority of water users, especially for low-income 
residents. Thus, prospects of reducing water subsidies are 
very likely.

Water deficits will continue to grow, and the gap 
between demand and supply will lead to an increase in bulk 
water supply costs for priority domestic use from the average 
current levels of 0.35 JD /cubic meters to 0.95-1.10 JD /cubic 
meters or even more.

Year 2020 2021 2022 2023 2024 2025

Municipal, Industrial, Tourist demands 730 737 746 755 766 778

Irrigation demand 700 700 700 700 700 700

Oil shale and Nuclear power demand 25 48 48 48 70 70

Total Demand 1,455 1,485 1,493 1,503 1,536 1,548

Deficit in MCM/a (373) (320) (256) (252) (283) (88)
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Table 10. Water harvesting dams in Jordan up to the year 2017.

Table 11.  Micro-scale water harvesting projects in Jordan up to the year 2017.

7. Water Management Options
Several policies, strategies and plans have been 

developed by the government to enhance the development, 
management, and use of water resources. Jordan’s “Water for 
Life” strategy 2008–2022 highlights the future challenges to 
be addressed through proper policies and regulations. The 
following are some of the adopted and suggested options:

7.1 Water Harvesting

7.2 Brackish Water and Desalination

Rainwater is the prime source of water in Jordan. The 
quantities lost to evaporation from temporary open water 
bodies and soils represent a significant part of the water budget 
in Jordan. Rainwater is dispersed over a wide area and, if 
properly collected, could provide a significant addition to the 
water reserves of the country. The simple model of rooftop 
water harvesting shows that the average design-rainfall is 
about 400 millimeters per year, and the losses are about 20%. 

Brackish water for direct use or after desalination 
appears to offer the highest potential of non-conventional 
means for augmenting the country’s water resources. Several 
brackish springs have been identified in various parts of 
the country. Tentative estimates from the MWI of stored 
volumes of brackish groundwater for the major aquifers 
suggest immense resources, but not all of these quantities 
will be feasible for utilization. Accordingly, when referring 
to the statistics of brackish water, the quality, quantity and 
location of this resource need to be carefully studied in order 
to assess its potential for utilization.

Modern desalination technologies applied to brackish 
water offer effective alternatives in a variety of circumstances. 

In 2015, there were fifty-two private desalination plants 
operated by farmers to desalinate brackish water for 
irrigation purposes desalinating about 10 MCM annually. 
Brackish water having salinity between 2,000 and 8,000 ppm 
is pumped from wells of depths between 100 and 150m. The 
facilities are generally in operation for 24 h/d in summertime 
and for 8 h/d in wintertime. The only energy source used to 
run the plants is electric power. Desalinated water is mixed 
with freshwater, whereby the mixed water has salinity of 
about 650 ppm. Irrigation water is applied in particular for 
bananas being a crop of a high market value.

Moreover, there are forty-four public desalination plants 
and ten other ones under construction to desalinate about 80 
MCM annually. All these plants are run or will be run by 

A rooftop of 100 square meters can easily harvest 32 cubic 
meters per year. On the other hand, flood water harvesting 
at macrocatchments can collect considerable amounts of 
water in small dams across intermittent rivers and Wadis. 
Furthermore, micro-catchment water harvesting is widely 
implemented in the study area. Example techniques include 
earth and stone bonds, terraces and pots. The observed 
storage media include soil, tanks, underground cisterns, 
small check dams and one large dam which is the King Talal 
Reservoir (KTD).

The government of Jordan has tried to harvest each drop 
of rain as much as possible through constructing large dams 
with a total capacity of 335 MCM (Table 10), and other micro 
water-harvesting projects such as desert dams, earth ponds, 
and concrete ponds (Table 11). The harvested water is being 
used for irrigation purposes followed by municipal use 

Dam Design Capacity (MCM) Total Inflows (MCM) Total Outflows (MCM) Storage End of 2017 (MCM)

Wehdeh 110 72.957 93.658 4.063

Wadi Arab 16.8 0.58 11.277 3.52

Zeqlab 4 0.488 0.361 0.371

Kufranjeh 7.8 1.158 1.165 0.857

King Talal 75 115.809 141.791 28.215

Karameh 55 1.694 6.213 13.837

wadi Shueib 1.4 6.396 7.344 0.472

Kafrain 8.5 10.134 10.913 2.443

Wala 8.2 1.57 7.938 0

Mujeb 29.8 1.357 6.328 2.917

Tanour 16.8 7.014 20.674 5.425

Karak 2 0.437 0.281 0.156

Total 335.3 219.594 307.943 62.276

Percentage of storage 
from design capacity 18.6%

Water Harvesting type Count Design Capacity (MCM)

Desert Dams (Constructed) 61 88.715

Desert Dams (Under Construction) 1 0.05

Concrete Ponds 65 0.295

Earth Ponds (Constructed) 223 22.122

Earth Ponds (Under Construction) 11 0.525

Total 361 111.707
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8. Discussion and Recommendations
There is a need for the development of dams and water 

system projects in the Jordan Valley in order to maximize the 
utilization of surface water resources some time recently to 
prevent water from being wasted in the Dead Sea. Restricted 
extra-undiscovered surface water resources could be created 
in the Jordan Valley side channels and in the Mujib, Zarqa, 
Ma’an, and Zara basins.

Future patterns in irrigation are connected to water 
improvement conceivable outcomes. Aquifers in the Disi-
Mudwara, Jafer, and Hamad regions are prime new water 
sources, which are capable of supplying an extra 100 
MCM/year of water for a long time. Full utilization of 

7.3 Public Investments

7.4 Rational Water Use

7.5 Red-Dead Sea Project

7.6 Institutional Environment

Huge investments from public and private sectors 
regarding the supply of water have been witnessed in the past 
decades. This has been manifested in the development of 
public desalination facilities for municipal use and micro and 
small private desalination facilities for drinking water and 
agricultural use including the extraction of fossil freshwater 
from aquifers shared with Saudi Arabia, the exploration of 
very deep (1,000–2,000 meters) sources of brackish water 
for eventual desalination,and the study of options for Red 
Sea- Dead-Sea conveyance to reduce the decline of the Dead 
Sea level and provide desalinated seawater for municipal and 
industrial use. The cost of new urban bulk water supply to 
Amman is expected to exceed US$1.35 per cubic meter as 
in the case of the Disi-Amman Water Conveyance Project.

The Conveyance of Disi project, completed in 2013, 
provides around 107 MCM annually of the drinking water 
to Amman and other middle and northern governorates. 
However, water that is being used for irrigation is reduced 
to start supplying the 107 MCM. This source is considered 
to be almost the major remaining conventional water source 
that can be utilized for drinking water.

Also, there are private investments in WWTPs 
especially for As-Samara WWTP. The plant at first utilized 
the stabilization-lake innovation, but was revamped utilizing 
the actuated slime innovation in 2008. In 2012, another 
development occurred that is the increment of the treatment 
plant to a capacity of 365,000 cubic meters. Treated water is 
reused basically for irrigation in the Jordan Valley and the 
highlands, and for restricted businesses, and will be utilized 
for creating vitality in the future.

The MWI issued a Water Demand Management Policy in 
2016. The main objectives of the water-demand management 
policy, which was approved by the Cabinet in 2008,are:  to 
maximize the utilization of the available water, minimize 
water losses, conserve water resources, promote effective 
water use efficiency, to adapt with the challenge of water 
scarcity in order to reduce the gap between supply and 
demand (i.e. increase the efficiency of water use to meet water 
needs of this sector in all regions of the country). This policy 
also includes construction, standards and specifications, 
reduction of non-revenue water, reducing water losses, non –
conventional water resources, water conserving landscaping, 
substitution and re-use for irrigation, efficient use of water in 
irrigation, and water harvesting at the farm scale.

The Red Sea–Dead-Sea Conveyance Project, sometimes 
called the Two Seas’ Canal, is a planned pipeline that runs 
from the coastal city of Aqaba by the Red Sea to the Lisan 
area in the Dead Sea. It will provide potable water to Jordan, 
Israel, and the Palestinian territories. Also, it will bring 
water with a high concentration of salts resulting from the 
desalination process (reject brine) to stabilize the Dead Sea 
water level, and generate electricity to support the energy 
needs of the project. The project is going to be carried out 
by Jordan, and is entirely within Jordanian territories. The 

The ministries/institutions included in the water division 
in Jordan include:

project will be financed by the governments of Jordan, 
Israel, and a number of international donors.

The proposed conveyance would pump seawater 230 
meters uphill from the Red Sea’s Gulf of Aqaba through the 
Arabah Valley in Jordan. The water would then flow down 
gravitationally through multiple pipelines to the area of the 
Dead Sea, followed by a drop through a penstock to the level 
of the Dead Sea near its shore, and then through an open 
canal to the Sea itself, which lies about 420 meters below sea 
level. The project would utilize about 225 km of pipelines for 
seawater and brine, parallel to the Arabah Valley in Jordan. 
The project would also have about 178 km of freshwater 
pipelines to the Amman area. It also would include several 
water desalination plants and at least one hydroelectric plant. 
In its final phase, it would produce about 850 million cubic 
meters of freshwater per year. 

The project would require electric power from the 
Jordanian power grid, but it would also provide some 
electricity through hydroelectric power. In sum, this project 
would probably be a large net-user of energy. The net power 
demand would have to be satisfied through other power 
projects whose costs are not included in the project costs. 
The Kingdom of Jordan plans to build a large nuclear power 
plant that might make up the difference. 

After stumbling for years due to this project’s complex 
nature and huge funding requirements, the MWI announced 
that Jordan is moving ahead with the first phase of the 
Jordanian version of the Red Sea–Dead Sea Project. The plan 
is to draw water from the Gulf of Aqaba at the northern tip of 
the Red Sea, and transfer it north to the Araba Valley where a 
desalination plant will be built. Another pipeline will extend 
from the plant to the Dead Sea. The new project is estimated 
to cost some $980 million, of which the government plans to 
secure some $400 million in grants. This project will also 
provide hundreds of jobs.

WAJ to treat saline water for the supply of drinking water. 
The units are all of a small size compared to the plants in the 
Gulf Region.

1. The Ministry of Water and Irrigation (MOWI), with 
the Water Authority of Jordan (WAJ) and the Jordan 
Valley Authority (JVA) as its operational entities

2. The Ministry of Agriculture
3. The National Center for Agricultural Research and 

Technology Transfer
4. The Ministry of Municipal Affairs 
5. The Ministry of Environment



46 Al-Kharabsheh / JJEES (2020) 11 (1): 38-48

these resources would require satisfactory administration 
to maintain a strategic distance from salinization and to 
decrease extraction from over-utilized aquifers.

The following activities are expected to handle this 
urgent situation:

address this challenge, Jordan has created a broad water 
supply framework to provide water for both irrigation and 
metropolitan employments. The key components of Jordan’s 
water resources are:

The percentage of non-revenue water (NRW) - water that 
is produced but is not discharged to consumers- was evaluated 
at 44% in 2008. The fundamental reasons driving to this big 
loss rate are leakage, water passing through meters, illegal 
connections, unreliable water meters and issues concerning 
the perusing of those meters.

Measures to diminish the rate of NRW can in this way 
contribute to relieving the big pressure on water resources. In 
Amman, the level of non-revenue water has been decreased 
from an estimated 46% in 2005 to an assessed 34% in 
2010. However, during the same period, the normal hours 
of benefit per week declined from sixty-six hours to thirty-
six hours.  Water and sewer administrations in Jordan are 
intensely subsidized. The income covers part of the operation 
and support costs. The tax framework is an increasing-block 
framework, beneath which clients pay a higher tax per cubic 
meter in the event that they expend more water. 

Jordan is suffering from serious dry seasons, and while 
climate change is an issue, the political climate in the Middle 
East is making things worse. The Jordan River has lost 95% 
of its characteristic stream since its redirection. Syria and 
Israel and have built dams along the banks of the stream of 
the Jordan River and its tributaries (USAID, 2009).

The major challenges facing Jordan in the field of water 
resources are:

Drinking water quality in Jordan is controlled by the 
Jordanian Drinking Water Standards, which are based on 
the World Health Organization drinking water rules. For the 
reason of observing groundwater quality, an organizer of 
observation wells is introduced in each of the groundwater 
basins. Level water is put away in water tanks (more often 
than not on roofs of buildings) to be utilized until the next 
turn of water supply.

The limited water resources are exposed to contamination. 
Also, population growth is expected to increase the pressure 
on accessible water resources. Moreover, the problematic 
issue of displaced people has caused the amount and quality 
of the water resources framework in Jordan to deteriorate, 
particularly in the north.

Farming accounts for 63% of water demand, while 
the residential share is 32% and the use by animals and 
businesses are only 1% and 4%, respectively (Figure 4). The 
water shortages are caused by water needs in agriculture. 
The Jordan water procedure plans to expand water supply 
through three measures:

Jordan’s momentous development accomplishments 
are at risk due to the devastating water shortage, which is 
expected to become worse by climate change. Precipitation 
is anticipated to decline essentially, and dissipation 
and transpiration of plants will increase due to hikes in 
temperatures.

Jordan’s water resources are found to be distant from 
its population centers, in particular in the Greater Amman 
region where nearly half of the country’s population lives, 
and which lies at around 1,000 meter over the sea level. To 

•	Desalinization of ocean water (Read-Dead-Sea Canal). 
•	Reduction of water requested for irrigation

•	Al Wahda Dam on the Yarmouk River
•	King Abdullah Canal (KAC) in the Jordan Valley 

which is nourished essentially by the Yarmouk 
Waterway, the Mukhaibah springs close to the 
Yarmouk Waterway, and a number of water courses 
depleting into the Jordan Valley

•	As-Samra wastewater treatment plant which treats 
most of Amman’s wastewater releasing it into the 
Zarqa Waterway

•	The King Talal Dam on the Zarqa Waterway from 
which water returns to the KAC downstream of Deir 
Alla for irrigation in the Lower Jordan Valley 

•	Desalination is exceptionally vital, but is seriously 
and subsequently an expensive undertaking. On one 
side, the capital costs have to be prepared and on the 
other side, with the current water duties, the essential 
appropriation of funds will put an overwhelming 
burden on the national budget.

•	Necessary energy generation for large-scale 
desalination must be available.

•	Possible negative natural impacts of expansive 
desalination ventures need to be moderated.

•	The restriction of brackish water resources.
•	Lack of skill in Jordan in the field of desalination.
•	Use of treated wastewater needs to be carefully checked 

through a comprehensive hazard-administration 
framework.

•	Greywater and storm water collection systems and 
treatment frameworks at both the building level and 
the metropolitan level should be available.

•	More utilization of treated water in farming and 
industry,

•	An increment of fossil groundwater utilization through 
the Disi Water Conveyance Extension

•	The desalination of seawater as part of the Red-Sea-
Dead-Sea Canal (500-600 MCM/year). 

•	The hotspots of water procedures in Jordan are: 
•	To ensure surface and groundwater resources by 

cautious management of their use. 
•	To make great strides in the effectiveness of the 

administration of both urban water and water system.
•	To create an organizational capacity capable 

of overseeing water resources, backed by an 
administrative system. 

•	To include the private sector in the advancement 
of utilities for effective water utilization and great 
monetary administration structures. 

•	To present a socially satisfactory duty framework 
which might change the situation of depending upon the 
nature of water utilized (e.g. household, mechanical, 
water system, etc.) or the type of water (e.g. surface 
water, groundwater, recovered wastewater).
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9. Conclusions
In addition to loose water governance in the form of 

lax enforcement of rules and regulations, the lack of equity 
and transparency, has resulted in the continuous mining 
of renewable groundwater resources, with the current 
extraction rate (50 %) exceeding the safe yields, increasing 
water salinity, declining water table levels, and increasing 
pumping costs. The efficient management of scarce water 
resources is an existential necessity. It is critical to the 
livelihoods and well-being of Jordan’s people and essential 
to the country’s lasting stability. In the absence of securing 
its water assets, the risks for Jordan will include near-term 
economic slowdowns, health hazards, social disruptions, and 
serious conflicts over water resources.

The water sector has gone through significant phases 
marked by the various challenges imposed by the tremendous 
growth of population, as well as the rising living standards, 
and the economic and social development. In spite of that, 
more than 98% of the Jordanian people are connected to safe-
water supply services, while more than 63% are covered by 
sanitation services. This percentage is expected to increase 
up to 70% in the coming years through various programs and 
plans implemented by the Ministry of Water and Irrigation 
(MWI). Interrupted pumping and the non-reliability of water 
supply services are common across Jordan. The connection 
rate does not reflect the fact that many urban and rural 
communities do not receive piped water for weeks.

However, despite the Government’s efforts to manage 
the limited water resources and its relentless search for 
alternative supply, the available water resources per capita 
are falling as a result of population growth. Government’s 
attempts to deal with the scarcity problem focused not only 
on supply augmentation and supply management, including 
rationing of water service, but also on demand-management 
measures, and the adoption of a public information policy. 
Despite all measures, the coming scarcity problem will 
remain a major challenge facing water managers and the 
country at large.

There are clear gaps related to the levels of public 
awareness, participation in water protection programs, the 
construction of a comprehensive legal framework for water 
management, and sectoral priorities for water conservation. 
Additional methodologies for sustainable water solutions 
are required such as a reliable data bank, proper research, 
funding support, and training programs.

The utilization and careful use of water resources require 
integrated management policies to ensure the sustainability 
of water and the environment. The existing water policy and 
by-laws seem to be well focused on the issues. However, 
there is a lack of enforcement and sustainability.

Among all the detected methods to overcome the water 
scarcity in Jordan, the Red-Dead Sea project has become 
the only sustainable solution for ensuring the survival of 
Jordan’s future generations.
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Abstract

1. Introduction
The Dead Sea Transform, also known as the Dead Sea 

rift, is a major continental fracture zone that separates the 
Arabian plate and the Sinai- Palestine plate (Figure 1). It 
extends over a distance of more than 1000 km, linking 
the Zagros-Taurus convergence zone in the north with 
the Red Sea in the south, where seafloor spreading takes 
place (Garfunkel, 1981). The geology and tectonics of the 
transform fault are largely affected and controlled by the 
geodynamic processes acting in the Red Sea region which 
have resulted in its opening (Girdler, 1990 and references 
therein). Continental transform faults, such as the Dead Sea 
fault system, involve complex structural and sedimentary 
regimes related to the active transform displacement along 
fault segments (Garfunkel and Freund, 1981; Kashai and 
Croker, 1987; Ben-Avraham and ten Brink, 1989; Beydoun, 
1999; Smit et al., 2009; Ben-Avraham and Katsman, 2015).

Integrated geophysical methods are important 
approaches to study the distribution of rocks, to identify their 
types and to determine the associated structural features. 
Past potential field investigations, especially gravity and 
magnetic methods of the Jordan DST zone, have contributed 
significantly to understanding the structural framework and 
lithologies of the region and indicate a complex tectonic 
history. They were important tools for giving a geological 
picture about the subsurface structure and the geometry of 
the DST pull-apart basins (Ginzburg and Ben-Avraham, 
1986; Frieslander and Ben-Avraham, 1989; Batayneh, et al., 

1995; Ben-Avraham et al., 1996; ten Brink et al., 1993, 1999; 
Ben-Avraham and Schubert, 2006; Eppelbaum et al., 2007; 
Segev et al., 2018) the depth of basement, the dimensions 
of magmatic intrusions, and volcanic centres (Folkman 
and Bein, 1978; Folkman and Ginzburg, 1981; El-Isa and 
Kharabsheh, 1983; Gvirtzman and Weinberger, 1994; El-
Kelani et al., 1998; Rybakov et al., 1999b; Segev et al., 1999;  
Rybakov et al., 2000; Eppelbaum et al., 2004; Rybakov and 
Segev, 2004; Tašárová et al., 2006; Rybakov et al., 2011; 
Segev and Rybakov, 2011; Schattner et al., 2019).

Keywords: Dead Sea Transform, gravity data, magnetic data, gravity and magnetic anomaly fields, interpretative models.
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The geodynamic evolution of the Dead Sea Transform (DST) remains one of the most contentious issues of the eastern 
Mediterranean tectonics. Therefore, wide-ranging geophysical surveys have been carried out over five decades to fill the gap 
of geological information existing in the region. The collected data sets allowed new models to be constructed, improving the 
knowledge of the crustal and lithospheric structure of the DST, and the reformulation of its complex tectonic history. In this 
context, the contribution of gravity and magnetic investigations deserves, with no doubt, a review on both large and small 
scales. The potential data were employed to interpret the evolution of the Dead Sea basin, delineating the crustal and upper 
mantle structure and modelling the density distribution of the sediments. The crystalline basement structure and magmatic 
intrusions were investigated, and underground structures of salt diapirs were explained and sinkhole hazards were detected 
along the Dead Sea coast. In order to produce the first comprehensive compilation of gravity and magnetic studies in the 
Jordan DST zone, all available potential field data were combined and revised. The main features of the potential fields 
resulting from these surveys were described, and the qualitative and quantitative interpretations proposed by several authors 
were abridged. The information presented by this paper will help interested geoscientists, in different geological fields, with 
their regional and local studies in the Jordan DST zone region. The compilation of geophysical observations presented here 
may also facilitate the understanding of similar transform systems elsewhere.

© 2020 Jordan Journal of Earth and Environmental Sciences. All rights reserved

* Corresponding author e-mail: radwan@najah.edu

Received 1 July 2019, Accepted 29 October 2019

JJEES (2020) 11 (1): 49-61
ISSN 1995-6681

Figure 1. a. Map of the DST showing general relative plate motion from 
the opening of the Red Sea in the south to the Zagros-Taurus Mountains 
in the north (modified after Ben-Avraham et al., 2008). b. Regional 
tectonics of the Jordan Dead Sea Transform zone (modified after El-Isa, 
2017), the red rectangle indicates the study area of this work.
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Also, the potential data were employed in for modelling 
the crustal and upper mantle structure, and the lateral 
and depth density distributions in the crust (Ginzburg 
and Makris, 1979; Folkman, 1981; ten Brink et al., 1990; 
Hofstetter et al., 2000; Al-Zoubi and Ben-Avraham, 2002; 
Götze et al., 2002; El-Kelani, 2006; Segev et al., 2006; Al-
Zoubi, 2007; Götze et al., 2007). Potential data were also 
employed in the investigations of the spatial distribution of 
salt diapirism and also in the identification of underground 
salt structures in the entire Dead Sea basin (Neev and Hall, 
1979; Al-Zoubi and ten Brink, 2001; Choi et al., 2011). 
Moreover, data were used in the identification of sinkhole 
development and for the estimation of the dissolution karst 
and the detection of caves in salt formations along the Dead 
Sea coast (El-Isa et al., 1995; Closson et al., 2005; Rybakov 
et al., 2001, 2005; Eppelbaum et al., 2008; Shirman and 
Rybakov, 2009; Ezersky et al., 2010, 2013). On the other 
hand, gravity and magnetic investigations were important 
for delineating sedimentary basin geometry during the early 
stage of petroleum exploration as an indication of potential 
hydrocarbon bearing structural anomalies (Rybakov et al., 
1995b, 2000, 2009; Hassouneh, 2003; Eppelbaum and Katz, 
2011). 

The literature review of the previous gravity and 
magnetic works, conducted throughout the years in the 
transform region, showed that most of them have integrated 
the interpretations of both potential fields, at the local 
and regional level, onshore and offshore. The gravity and 
magnetic investigations are distributed on three main 
sectors of the Jordan DST zone, which represents the main 
structural segments of the transform fault including the Gulf 
of Aqaba segment followed by Wadi Araba, in the south, the 
Dead Sea in the middle, and the Jordan valley in the north 
(Figure 1b). This paper reviews these earlier potential field 
studies, available for the Jordan DST zone, and considers 
the regional and local geological, structural and tectonic 
development of the study area and their interrelationships. 
Interested geoscientists may find this information useful 
for their future work, especially concerning the Dead Sea 
Transform region.

consists of E-W and NW-SE trending faults (Garfunkel, 
1981).

During the Middle Cenozoic, a deformational phase 
resulted in the creation of N- and NNE-trending strike–slip 
faults forming the DST (Figure 1b). Some of these faults are 
arranged en-echelon, resulting in the creation of rhomb-
shaped, pull-apart basins (Freund et al., 1970; Garfunkel, 
1981; Aydin and Nur, 1982; Garfunkel and Ben-Avraham, 
2001; Ben-Avraham et al., 2008).

The multi-stage volcanic activities and magma intrusion 
resulted in widespread igneous rocks along the continental 
transform margin. The impact of the fault systems on the 
volcanic activity show the relation between the spatial 
distribution of the igneous rocks and tectonic changes of the 
DST (Mimran, 1972; Sass, 1980; Gvirtzman and Sreinnitz, 
1983; Dvorkin and Kohn, 1989; Garfunkel, 1989; Segev and 
Rybakov, 2010; Ibrahim et al., 2014; Griffin et al., 2018). 
Geological field observations, enhanced by geophysical 
evidence, show that there are matchable numerous markers 
between the geologies of areas facing each other across the 
DST which indicates a left-lateral movement of c. 107 km 
(Quennell, 1958, 1959, 1984; Girdler, 1990). 

2. Regional geological setting 
The development of the DST went through folding, 

faulting, rifting, uplifting, offset, and volcanic activity on 
a regional scale, where the Precambrian basement outcrop 
is on the surface in the southwest but is deeply buried in 
the northeast beneath the Dead Sea basin sediments. The 
Precambrian basement was shaped by the late Proterozoic 
Pan African orogeny (Figure 2). Afterward, the region 
became a stable platform on which sediments of continental 
and of shallow water marine origin were deposited during 
several periods from the Cambrian to the Early Cenozoic. 
Rifting was the main tectonic event in this period, shaping 
the Mediterranean continental margin in the Early Mesozoic 
(Garfunkel, 1988, and references therein). Mild folding and 
faulting expressing compression started from Pre-Jurassic to 
Oligocene-Miocene by forming the Syrian arc fold system, 
which extends from southern Syria to northern Sinai creating 
an S-shaped fold belt that is crossed by the transform fault, 
and followed by forming the Erythrean fault system, which 

Figure 2. Geological map of the study area (USGS open report, 
overview of Middle East water resources, 1998). 

3. Gravity and magnetic surveys in the Jordan Dead Sea 
Transform zone

3.1 Gravity surveys
Significant gravity data were collected in the Dead 

Sea Transform region, mainly by the Natural Resources 
Authority (NRA) in Jordan and the Geophysical Institute 
(GII), at different scales in time and space. In total, 
approximately 100,000 gravity stations (Figure 3), covering 
the DST region and its eastern and western plateaus, were 
homogenised (Hassouneh, 2003; Götze et al., 2007, 2010b; 
Rosenthal et al., 2015). They are fairly and uniformly spaced 
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with a station spacing ranging between 0.5 and 2 km; gravity 
points’ distribution in the study area is shown in Figs. 3a 
and b. Bouguer gravity values were compiled according to 
standard procedures, using the 1967 Geodetic Reference 
System and the standard density of 2670 kg/m. Sea level was 
taken as the reference datum and the terrain corrections were 
calculated up to Hayford zone O2 (167 km), using a digital 
terrain model with a 25 m grid. The overall accuracy of the 
station complete Bouguer anomaly values are estimated to 
be 0.1 to 0.8 mGal.

the Dead Sea (ten Brink et al., 1993). Other local gravity 
surveys were carried out in the Jericho area (El-Kelani, 
2007), and in Wadi Araba (Götze et al., 2007).  To provide a 
complete picture of the gravity field in the Dead Sea region, 
a high- resolution aerogravity campaign was conducted to 
cover gaps in terrestrial gravity data coverage, mainly on the 
Jordanian side (Götze et al., 2010b).  

The data include regional land-based gravity point 
measurements (Rybakov et al., 1997; ten Brink et al., 1999; 
Hassouneh, 2003; Rybakov and Al-Zoubi; 2005; Rosenthal et 
al., 2015). Further gravity data collection has been conducted 
onshore at the Sea of Galilee (Ben-Avraham et al., 1996) and 

Figure 3. a. Coverage of gravity stations in the northern part of the 
Jordan DST zone. Red dots indicate new stations collected from 2009 
to 2013 (Rosenthal et al., 2015); blue dots are previous gravity stations 
compiled from different sources (Ben-Avraham et al., 1996; Rybakov et 
al., 1997; ten Brink et al., 1999; Rybakov and Al-Zoubi, 2005). b. Map 
showing survey flight lines (grey) and the locations of terrestrial points 
(green, yellow, and light blue) of gravity data in the central and southern 
parts of the Jordan DST zone in the study area. The flights (Götze et 
al., 2010b) cover gaps in terrestrial gravity data (ten Brink et al., 1993; 
Hassouneh, 2003; Götze et al., 2007), mainly on the eastern side of the 
Dead Sea basin. The blue lines represent gravity profiles at the surface 
of the Dead Sea. Three wide-angle and refraction seismic profiles are 
shown: Dead Sea Integrated Research (DESIRE), line in red (Mechie et 
al., 2009); Dead Sea Rift Transect (DESERT), stippled line (Weber et 
al., 2009); and the U.S. Geological Survey (USGS) profile (ten Brink 
et al., 2006).

4. Features of the gravity and magnetic anomaly fields

3.2 Magnetic surveys

The continuous updating of gravity and magnetic 
data in the DST region produced different versions of the 
Bouguer and magnetic anomaly maps, followed by several 
studies, over several years, dealing with the qualitative 
interpretation of the gravity and magnetic anomaly fields of 
the region (Woodside and Bowin, 1970; Folkman and Yuval, 
1976; Folkman and Bein, 1978; Ginzburg and Makris, 1979; 
Folkman, 1981; Kovach and Ben-Avraham, 1986; Hassouneh, 
2003; El-Kelani, 2006, 2007; Götze et al., 2007; Rybakov et 
al., 2011; Schattner et al., 2019). Qualitative interpretations 
were conducted in order to reveal the characteristic features 

For an integrated analysis of poetical fields and a better 
understanding of the geological settings in the DST region, 
magnetic surveys were conducted in the transform region 
and its shoulders. In the fall of 1979, a total of 54,185 km 
of aeromagnetic data were flown by Phoenix Corporation 
contracted by the NRA of Jordan. In total, 378,622 
aeromagnetic stations have been measured to produce the 
total field aeromagnetic anomaly map of Jordan, which 
covered central parts of the transform fault zone and its 
eastern plateau (Phoenix Corp., 1980). Doppler navigation 
was employed in addition to visual navigation through the 
use of topographic map flight strips, airborne magnetometer 
(Geometrics Model G803) proton precession magnetometer 
with sensor mounted in a tail stinger. The magnetometer 
resolution was 0.5 gammas with a sampling interval of 1.0 
second. Depending on the topography, the flight heights 
varied between 1.5-2.0 km above sea level; flight-line spacing 
of these surveys was in the range of 1-2 km (Hassouneh, 
2003). 

Aeromagnetic surveys had been also carried out in 
the western central parts of the DST zone and its plateau 
(Domzalski, 1967; Folkman, 1970; Folkman and Yuval, 
1976; Rybakov et al., 1999b; ten Brink et al., 2007).  A High 
Resolution, low altitude Aeromagnetic (HRAM) survey was 
carried out in 2003 in southern Wadi Araba (Al-Zoubi et al., 
2004). Additionally, local scale magnetic ground surveys 
were carried out in specific geological areas to reliably 
estimate the depth and geometry of the causative magnetic 
bodies, and to identify their composition (Ben-Avraham et 
al., 1980; Ginzburg and Ben-Avraham, 1986; Frieslander 
and Ben-Avraham, 1989; Segev et al., 1999; Shirman, 2000; 
Khesin et al., 2005; Rybakov et al., 2009; Schattner et al., 
2019). In 1998, the digital set of aeromagnetic data for the 
two divisions of the Jordan DST zone were compiled from 
several published surveys (Hassouneh, 2003). However, as 
mentioned before, the aeromagnetic data measurements 
over Jordan were collected at different elevations. The data, 
therefore, were numerically up-warded to a constant elevation 
of 2 km in order to avoid problems in the interpretation.



of the objects under investigation, their spatial location, 
and preliminary geological identification. To enhance the 
various frequency components of the magnetic and gravity 
fields, a variety of filtering techniques were employed. 
Gravity first and second derivatives for the residual Bouguer 
were calculated in order to highlight fault patterns bounding 
the Dead Sea basin and Lake Tabeires (ten Brink et al., 1993; 
Segev and Rybakov, 2011). Horizontal gradient analysis of 
the gravity field was applied for the definition of discrete 
border of causative bodies at depth in order to study the 
deep structure of the Carmel fault zone (Achmon and Ben-
Avraham, 1997). An isostatic regional gravity field of the 
southern transform region has been calculated, enhanced 
by curvature analysis of the local features in the isostatic 
residual gravity field, which are caused by near-surface 
density inhomogeneities (Hassouneh, 2003; Tašárová et al., 
2006; Götze et al., 2007). A wavelength filtering technique 
was used to separate the regional-residual gravity anomalies 
north of the Dead Sea basin. The residual field revealed 
a complex pattern of anomalies, variously shaped and 
extended, showing a correlation with geological structures 
associated with the Dead Sea origin (El-Kelani, 2007). To 
remove the distortion caused by the low latitude, the total 
magnetic intensity map of the entire transform region 
was processed using a reduction-to-pole (RTP) technique 
(Rybakov et al., 2011; Segev and Rybakov, 2011; Schattner et 
al., 2019), which made the map represent the geology of the 
study region more directly.  

In regional rifting areas, the qualitative analysis of gravity 
and magnetic anomalies provide the initial information about 
basin type, geometry, crustal structure, basement depth, and 
mostly the regional anomalies which correlate with the major 
geologic features at the surface. This study adopted the 
most newly-compiled gravity and magnetic anomaly maps 
(Figs. 4 and 5), and reviewed the regional scale qualitative 
interpretation of the potential fields in the transform region 
based mainly upon previous publications.
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4.1 Description of the gravity anomaly fields
The detailed Bouguer anomaly map (Figure 4) shows 

values ranging from +70 mGal at the Mediterranean coastline 
to less than -130 mGal at the southern end of the Dead Sea. It 
is characterized by the presence of different anomalies that 
differ in their amplitudes, sizes, shapes, and trends. These 
anomalies are caused by a combination of various sources 
that are located at different depths. Major gravity features, 
having a regional extent, are most probably associated with 
the crustal type. Increasing Bouguer values can be observed 
on the map, towards the Mediterranean, attributed to crustal 
thinning beneath the coastal plain (Ginzburg and Makris, 
1979) that is associated with a change from continental to 
oceanic crust, and caused by lateral lithological variations 
within the upper crust material beneath the northwestern 
part of the transform fault (Folkman and Bein, 1978; El-
Kelani, 2007). The gravity low observed from the south to 
the north reflects the deepening of Precambrian basement 
beneath a thick accumulation of low density sedimentary 
rocks of Tertiary age (Folkman, 1981). Within the rift zone, a 
series of Bouguer minima along the transform fault, with the 
lowest values at the southern end of the Dead Sea, represents 

major depressions that correspond to pull-apart basins filled 
with sediments (Figure 1a), that include the Gulf of Aqaba 
in the south, the Dead Sea, Lake Tiberias (also called Sea 
of Galillee or Kinneret), and the Hula basin in a successive 
order (Ginzburg and Makris, 1979; Folkman, 1981; Kashai 
and Crocker, 1987; ten Brink et al., 1993; Rybakov et al., 
2003; ten Brink et al., 2007). Negative Bouguer gravity on 
the southeastern plateau reaches a minimum value of -80 
mGal which coincides with El-Jafr depression. There is a 
relatively large-scale local positive Bouguer anomaly over 
the eastern Dead Sea high lands, with a maximum value of 
-20 mGal along an axial of NW-SE trend, where its general 
trend follows an inferred zone of intrusion along the Karak-
Wadi El-Fayha fault system (El-Kelani, 2006; Götze et al., 
2007).

The two opposite-facing plateaus are marked by a 
steep gravity gradient along the eastern and the western 
escarpments of the Dead Sea basin, with the lowest values 
at the southern end. This indicates a considerable increase 
of sedimentary thickness beneath the basin (Ginzburg and 
Makris, 1979; Folkman, 1981; ten Brink et al., 1993; Batayneh 
et al., 1995; Hassouneh, 2003; El-Kelani, 2006). The gradual 
decreasing of the Bouguer anomaly along the axis of the 
basin from both the northern and southern ends suggests 
that the basin sags toward the center, and is not bounded by 

Figure 4. Bouguer anomaly map of the Jordan Dead Sea transform 
region, contoured at 5 mGal intervals (modified after Hassouneh, 2003). 
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4.2   Description of the magnetic anomaly fields  

5.1 Data interpretation at large-scale

As shown in Figure 5, the magnetic anomalies in the 
DST region are characterized by diverse amplitudes, shapes, 
and wavelengths. Their values ranging from -500 to 500 nT, 
superimposed on the geological map, show the relationship 
between the deep basement features, which cause magnetic 
anomalies, and the shallow structures shown on the 
geological map.

The large-scale quantitative interpretation in the DST 
region is comprised of the studies that modelled the gravity 

faults at its narrow ends (ten Brink et al., 1993). The positive 
gravity value, observed in the northern Dead Sea basin and 
referred to as the Ajlun dome anticline structure, could have 
resulted from the high density of Precambrian carbonates 
(Hassouneh, 2003). However, prior interpretations attributed 
this positive anomaly to changes of the depth of the Moho 
discontinuity with a relatively small elevation (Hofstetter et 
al., 2000). 

the geological and magnetic maps (Figures. 2 and 5) shows 
that the magnetic anomalies are directly correlative with 
the outcropping Precambrian crystalline rocks. Comparing 
the Hebron magnetic anomaly (HB) in the western plateau, 
with Um Qeis anomaly (UQ) in the eastern plateau (Figure 
5), which are of a similar structure (Rybakov et al., 1999b; 
Khesin et al., 2005), correspond to the 105-107 km left-lateral 
movement along the DST fault (Hassouneh, 2003). This 
result is in agreement with the earlier magnetic investigations 
(Hatcher et al., 1981) which attributed the poor correlation 
in the magnetic anomalies facing each other across the DST 
fault, despite the short distance separating the two data sets, 
to something quite drastic geologically which has occurred 
in the intervening region.

On the other hand, the Hebron anomaly was suggested 
to be associated with a change in the composition and depth 
of the deep-seated basement rock (Domzalski, 1967, 1986; 
Folkman, 1976), or by a magmatic body related to Early 
Mesozoic intrusion that appears to penetrate the Triassic 
sedimentary strata at a depth of few kilometres (Rybakov 
et al., 1995a, 2011). Furthermore, the large contrast between 
the Hebron anomaly with the long wavelength and high 
amplitude and the anomaly of the very low amplitude 
immediately to the south, both being of a roughly east-west 
strike, was explained to indicate that a pre-Late Jurassic 
crustal boundary is present here; it was believed that this 
boundary could represent one between Tethyan and Arabian-
African crust (Folkman and Bein, 1978).

The Carmel (CM) positive magnetic anomaly (Figure 
5), corresponding to the Mount Carmel structure, was 
initially thought to be caused by a highly elevated crystalline 
basement (Ben-Avraham and Hall, 1977), or by the existence 
of a buried shield of Jurassic volcanoes beneath Mount 
Carmel (Gvirtzman et al., 1990). However, more recent 
studies suggested that it is high only in relation to the deep 
basin filled with considerable thickness of sediments in the 
surrounding areas, where the average densities of the Jurassic 
and Cretaceous volcanics, in the Mount Carmel region, are 
generally lower than those of the background sedimentary 
rocks (Rybakov et al., 2000; Segev and Rybakov, 2011), and 
the anomaly does not correspond to high-density magmatic 
rocks or the crystalline basement uplift (Rybakov et al., 
2011).

The total field aeromagnetic anomaly map is dominated 
by high frequency signals associated with the basalt flows 
north, northeast, east, and southeast of the Dead Sea 
basin  that produce a strongly contrasting pattern of short 
wavelength, high frequency anomalies of low amplitude 
related to highly magnetic mafic rocks. The high-frequency 
signals are associated with surficial sources; whereas, the 
long-wavelength, lower-frequency signal anomalies reflect 
the deep basement features. In the south, a comparison of 

Figure 5. Aeromagnetic anomaly map of the Jordan Dead Sea Transform 
region, contoured at 50 nT intervals (modified after Hassouneh, 2003).

5. Integrated interpretation of the gravity and magnetic 
anomalies

In addition to the comprehensive qualitative 
interpretations of the gravity and magnetic anomalies in the 
DST region, integrated quantitative interpretations of the 
two potential fields provided information about the density 
and magnetization models in the study area which allowed 
for a better delineation of the geologic structures and gave 
more reliable and accurate estimation of the depth, size, 
and composition of causative bodies. Previous quantitative 
interpretations of the gravity and magnetic data in the study 
area can be divided into two groups: large-scale, and small-
scale interpretation.



and magnetic anomalies as being caused by structures of 
lithospheric and crustal scale (Ben-Avraham and Hall, 
1977; Folkman and Bein, 1978; Ginzburg and Makris, 
1979; Folkman, 1981; Ginzburg and Ben-Avraham, 1986; 
Frieslander and Ben-Avraham, 1989; ten Brink et al., 1990, 
1993; Ben-Avraham et al., 1996; Hofstetter et al., 2000; 
Rybakov et al., 2000; Batayneh and Al-Zoubi, 2001; Al-Zoubi 
and Ben-Avraham, 2002; Hassouneh, 2003; Rybakov and 
Segev, 2004; El-Kelani, 2006; Ben-Avraham and Schubert, 
2006; Götze et al., 2007; Segev and Rybakov, 2011).

The first stages of gravity and magnetic 2-D modelling 
introduced initial results on the lithospheric structure 
beneath the western side of the DST and the central part of 
the Dead Sea rift (Folkman and Bien, 1978; Ginzburg and 
Makris, 1979; Folkman, 1981). The computed models were 
constrained by preliminary seismic information and the 
available borehole data.

The modelling results showed considerable thinning of 
the crust in the west along the Dead Sea- Mediterranean 
cross section, accompanied by lateral variations in the 
lithology of the upper crust, where mafic composition of the 
rock type increases from east to west (Folkman and Bien, 
1978; Folkman, 1981). The E-W lateral lithological changes 
in the crustal rocks, associated with significant variations in 
stratigraphic thickness, have been interpreted to be caused 
by a transition between the Arabia-African continent and the 
Tethyan crust (Folkman and Bien, 1978).

On the other hand, the central portions of the transform 
zone were interpreted to be filled by young low-density 
sediments reaching about 7.5 km in depth beneath the 
Dead Sea basin (Folkman, 1981). Density distribution and 
magnetic susceptibility were also computed in the crust 
and upper mantle from the Gulf of Aqaba in the south 
towards the Mediterranean Sea in the north (Ginzburg and 
Makris, 1979; Folkman, 1981). The results indicated a slight 
thickening of the crystalized crust towards the north with 
an increase in the thickness of the low-density sediments. 
Whereas, the southern portion of the transform fault was 
modelled to be underlain by a low-density wedge in the 
upper mantle (Ginzburg and Makris, 1979; Folkman, 1981). 
The low-density wedge was explained to be connected with 
the presence of high temperature, low density upper mantle 
that is related to the invasion of upper mantle material into 
the crust beneath the southern part of the transform fault 
(Ginzburg and Makris, 1979), which may form an extension 
of the geodynamically active Read Sea rift system. 

Later crustal and upper mantle models of the northern 
Jordan DST fault, using potential field data, were computed 
for both sides of the Dead Sea rift (ten Brink et al., 1990; 
Hofstetter et al., 2000). The transition in crustal structure 
across the transform fault was modelled based on gravity 
data with a combination of teleseismic P-wave inversion 
and refraction seismic investigations. The geometry of the 
transition showed more gradual transition in Moho depth 
with an abrupt transition across the transform fault where 
a 4-5 km offset in the depth to Moho was required to be 
modelled (ten Brink et al., 1990). The thickness of the crust 
under the western side of DST fault reaches about 24 km at the 
Mediterranean shore; whereas, the crust on the eastern side 

of the transform is about 30 km thick, and is fairly constant 
in thickness (ten Brink et al., 1990) with an abrupt change 
in crustal thickness across the Dead Sea rift (ten Brink et 
al., 1990; Hofstetter et al., 2000). This abrupt change was 
explained to be caused by the 107 km left-lateral movement 
along the DST fault (ten Brink et al., 1990). A comparison 
between the two crustal and upper mantle models under the 
DST fault computed by ten Brink et al. (1990) and Hofstetter 
et al. (2000) is shown in Figure 6. 

In addition, the depth to the top of the crystalline basement 
has been mapped and modelled for the medium valley of the 
Dead Sea rift and the surrounded shoulders using magnetic 
and gravity data (El-Isa and Kharabsheh, 1983; Rybakov and 
Segev, 2004; Al-Zoubi and Ben-Avraham, 2002; Segev et al., 
2006). The results of the potential field data interpretation 
after reviewing the available information on the study 
area (deep boreholes and seismic profiles) showed that the 
depth to the basement is variable; within the rift it is always 
greater than 5 km, and generally increases toward the Dead 
Sea and Tiberias basins at about 8-10 km depth (El-Isa and 
Kharabsheh, 1983; ten Brink et al., 1990; Hofstetter et al., 
2000; Al-Zoubi and Ben-Avraham, 2002; El-Kelani, 2006; 
Götze et al., 2007). The basement in the eastern and western 
flanks of the rift deepens gradually northward from 3 to 
7 km, while the top of the crystalline basement becomes 
shallow to about 1 km southward, where the Precambrian 
complex rocks can be seen on the surface (Al-Zoubi and 
Ben-Avraham, 2002; Rybakov and Segev, 2004; Segev et al., 
2006).

Moreover, the string of young sedimentary basins, 
separating the two sides of the rift (Ginzburg and Makris, 
1979, Folkman, 1981; Kashai and Crocker, 1987; ten Brink 
et al., 1993; Rybakov et al., 2003; ten Brink et al., 2007), has 
a basement step that reaches about 5 km which represents 
a displacement for the largest vertical faults along the DST 
fault zone (Hofstetter et al., 2000; Tašárová et al., 2006). 

On the other hand, gravity and magnetic 2-D modelling 
was conducted to reveal the geometry of the large 
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Figure 6. 2-D crustal model of the northern Jordan DST fault. Solid 
lines indicate the earlier gravity model of ten Brink et al. (1990), while 
dashed lines represent the modification made by Hofstetter et al., 
(2000) based on best gravity and magnetic data and teleseismic velocity 
anomalies.



thinning (≤30 km) is attained in the western sector at the 
Mediterranean. The south-eastern plateau shows, by far, 
the largest crustal thickness in the transform region (38-42 
km). The computed results of the thickness and densities of 
the crust, ranging between 2650-2900 kg/m³, suggested that 
the DST fault is underlain by continental crust. On the other 
hand, the modelled deep basins (≥10 km), the relatively large 
nature of an intrusion, and the asymmetric topography of the 
Moho, led to the suggestion that a small-scale asthenospheric 
upwelling might be responsible for the thinning of the crust 
and subsequent rifting of the DST fault during the left-lateral 
strike-slip motion at the boundary between African and 
Arabia Plates (El-Kelani, 2006; Götze et al., 2007).

sedimentary basins within the DST fault zone, and to compute 
the thickness of the basin fills, and identify their types 
(Frieslander and Ben-Avraham, 1989; Ben-Avraham et al., 
1996; ten Brink et al., 1993; Batayneh et al., 1995; Rybakov 
et al., 2003; Ben-Avraham and Schubert, 2006). The analysis 
and modelling of gravity data for the Dead Sea basin, being 
the largest one, showed that the basin has two main depth 
levels. The northern one has a sedimentary fill of about 6 
km; whereas, the southern Dead Sea basin is unusually deep, 
and the thickness of sediments is about 14 km (ten Brink et 
al., 1993; Batayneh et al., 1995; Ben-Avraham and Schubert, 
2006). The density distribution of the basin sediments 
was also assigned by depth in the range of 2150-2620 kg/
m3, which represent light sediments (mainly evaporates), 
of Quaternary deposits, at the top, to Mesozoic-Palaeozoic 
sediments, of carbonate and sandstone rocks at the bottom. 
The analysis and modelling of gravity data revealed that the 
geometry of the Dead Sea basin is 132 km long, 17-18 km 
wide, and the basin becomes narrower and shallower towards 
the northern and southern ends. The 2-D gravity model of the 
second largest basin, Tiberias Lake in the northern Jordan 
DST fault zone, divided the basin into two distinct units 
(Ben-Avraham et al., 1996). The southern half represents 
the deepest half of about 14 km in depth; northwards, the 
basin becomes wider (the width varies between 8-18 km) 
and the thickness reaches 12 km. The assigned densities lie 
within the range of the Dead Sea sediments that is between 
2150-2250 kg/m³. In addition, a magnetic study model was 
performed across the Dead Sea basin in the E-W direction 
(Frieslander and Ben-Avraham, 1989), where the model 
showed that the basement rocks under the Dead Sea have the 
same magnetic characteristics similar to the rocks under the 
land area to the west. The model study also gave the best fits 
when the basement rocks east of the basin are modelled as 
much more elevated than the basement west of the basin with 
lower magnetic susceptibility. The gravity and magnetic 
study models of the two main basins (Dead Sea, Tiberias) 
agreed with a pull-apart structure, as accepted mechanism, 
but with no existence of diagonal faults at the northern and 
southern ends of the basin (Frieslander and Ben-Avraham, 
1989; ten Brink et al., 1993). However, some earlier results, 
based on magnetic data, proposed the formation of a rhomb-
shaped graben for the Tiberias basin (Ben-Avraham et al., 
1980). Moreover, alternative gravity models suggested a 
“drop down’ basin instead of a pull-apart for the deep part 
of the southern Dead Sea basin (Ben-Avraham and Schubert, 
2006).

Afterwards, a 3-D interpretation of the newly-combined 
Bouguer anomaly map of the southern Jordan DST fault 
zone and of the Dead Sea basin (Figure 7) was conducted 
(Hassouneh, 2003; El-Kelani, 2006; Götze et al., 2007). A 
regional scale, a high resolution 3-D layered structure-density 
model was computed. The model was constrained with the 
more recent seismic results (DESERT, 2004 and references 
therein) using all of the available geological information and 
rock density log deep borehole data (Rybakov et al., 1999a). It 
revealed a possible crustal thickness and density distribution 
beneath the Jordan DST fault zone (Figure 7).

The model showed that the zone of the maximum crustal 
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Figure 7. 3-D crustal model of the central and southern Jordan DST 
fault zone (modified after El-Kelani, 2006; Götze et al., 2007).

5.2 Small-scale data interpretation
Gravity and magnetic data interpretation was also 

carried out with regard to the investigations that are focused 
on smaller DST districts. Some detailed investigations 
studied intrusive bodies within the uppermost crustal layers 
to a depth of about 5 km (Ben-Avraham and Hall, 1977; 
Ginzburg and Ben-Avraham, 1986; Segev et al., 1999; ten 
Brink et al., 1999; Rybakov et al., 2000; Khesin et al., 2005; 
Eppelbaum et al., 2004, 2007), while other investigations 
focused on structures and the distribution of salt diapirs in 
the Dead Sea basin (Neev and Hall, 1979; Al-Zoubi and ten 
Brink, 2001; Choi et al., 2011). Moreover, meter-scale, high-



precision gravimetric and magnetic surveys were utilized to 
detect caverns and sinkholes along the coast of the Dead Sea 
(El-Isa et al., 1995; Rybakov et al., 2001, 2005; Closson et 
al., 2005; Eppelbaum et al., 2008; Ezersky et al., 2010, 2013; 
Shirman and Rybakov, 2009).

Model studies of the gravity and magnetic anomalies, 
corresponding to the Mount Carmel structure, suggested 
that they are caused by basic intrusive igneous bodies, ≥4km, 
associated with elevated crystalline basement (Ben-Avraham 
and Hall, 1977). While, thereafter, the idea of being related 
to magmatic roots of volcanics at shallow depths between 
3-5 km was adopted (Rybakov et al., 2000), suggesting that 
average densities of the volcanics are lower than those of the 
background sedimentary rocks. 

Also, the results of the magnetic interpretation showed 
that a model incorporates a gabbroic intrusion at 2-4 km 
within the light sediments of Tiberias basin overlaid by a 
basaltic layer (Ginzburg and Ben-Avraham, 1986; Eppelbaum 
et al., 2004, 2007).  

On the other hand, magnetic characteristics were 
studied for a complex of metamorphosed carbonate rocks 
in the Hatrurium Basin, west of the Dead Sea, which is 
situated at the Hebron aeromagnetic anomaly (Figure 5). 
Magnetic measurements were used to study the Hatrurium 
formation, where shallow small bodies of variable magnetic 
susceptibility were found with marked heterogeneity and 
anisotropy reflecting the high-grade of metamorphism 
(Khesin et al., 2005). Furthermore, magnetic and gravity 
data were applied to investigate the Precambrian basement 
north of Aqaba (Segev et al., 1999). The interpretation of 
the potential data enabled the characterizing of the tectono-
magmatic setting of the crystalline basement, where the 
results showed common intrusive relationships between 
dissimilar intrusive bodies, while the dense basic and 
intermediate magmatic bodies have different magnetic 
properties. 

Among the upper crustal-scale interpretation as well, 
2-D and 3-D density models, using gravity data, were 
constructed to present information on the underground 
structures associated with the generation of salt domes and 
diapirs in the Dead Sea basin (Al-Zoubi and ten Brink, 2001; 
Choi et al., 2011). 2-D gravity models constrained seismic 
reflection data, and a magnetic map was computed to 
delineate the extent and depth of two salt diapirs under Lisan 
Peninsula and Sedom area (Al-Zoubi and ten Brink, 2001). 
The Lisan diapir reaches a maximum depth of about 7 km, 
and extends further to the south, whereas the Sedom diapir 
south of the Lisan is no deeper than 5.5-6 km (Figure 8a). 
Moreover, 3-D density modelling led to the identification 
of three salt structures found beneath the Sedom area, the 
Lisan Peninsula, and the northern basin of the Dead Sea 
(Choi et al., 2011). The 3-D density models were based on 
a new compilation of Bouguer gravity data stemming from 
airborne, shipborne, and terrestrial data, and the most recent 
seismic investigation (Weber et al., 2009). 3-D gravity 
modelling enabled a detailed resolution of the upper crustal 
structures from the southern to the northern subbasin below 
the saline Dead Sea. The results suggest that a salt diaper 
exists at a top of about 2 km in the northern Dead Sea 

subbasin with a thickness of about 4 km, which has not been 
recognized by any other prior geophysical interpretations. 
However, earlier combined analysis of magnetic and seismic 
investigations (Neev and Hall, 1979) detected a salt diapir 
beneath the same location and with a similar geometry.

The dimensions of the salt diapirs computed by the 
3-D models (Figure 8b) are about 10 km by 20 km, with 
an average thickness of approximately 6 km for the Lisan 
Peninsula and about 5 km by 10 km, with an average 
thickness of approximately 4 km for the Sedom salt diapir 
which are larger than the same ones (Lisan and Sedom) 
computed by the 2-D modelling. The differences were 
attributed to the fact that more gravity and constraining data 
enhanced the 3-D modelling (Choi et al., 2011). Furthermore, 
the 2-D gravity models assume that the diapiric rise is related 
to the transtension and subsidence tectonic activity during 
the formation of the Dead Sea pull-apart basin (Al-Zoubi and 
ten Brink, 2001) while the 3-D gravity model, referred the 
shallower micro earthquake activity in the Dead Sea basin to 
the movement of the salt diapirs (Choi et al., 2011). 

Attempts were made, on the other hand, to understand 
the occurrence and development of sinkholes and other 
karst features in the Dead Sea coastal area using several 
geophysical techniques (Ezersky et al., 2017, and references 
therein). Among these, potential data measurements have 
been tested and employed to investigate and predict the 
occurrences of some sinkholes by carrying out, specifically, 
microgravity and micromagnetic surveys. Microgravity 
field analysis was implemented on sinkhole hazards along 
both the western Dead Sea shore (Rybakov et al., 2001; 
Ezersky et al., 2010, 2013; Eppelbaum et al., 2008), and 
the eastern coastline (Abou Karaki, 1995; Al-Zoubi et al., 
2013), in order to detect caves and determine the sinkhole 
formation mechanism. This monitoring geophysical 
technique was chosen to investigate sinkholes based on the 
existence of sufficient density contrasts regardless of shape 
or fill material. Residual gravity maps and 3-D microgravity 
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Figure 8. Location maps of the spatial distribution of the inferred salt 
diapirs modelled by Al-Zoubi and ten Brink (2001) in the Dead Sea 
basin (left) compared with the modelled salt diapirism (right) by Choi 
et al., (2011). 



modelling were applied to resolve the sinkhole problem in an 
attempt to estimate qualitative and quantitative parameters 
of buried cavities. The microgravity method was tested at 
different locations along the Dead Sea shorelines to detect 
buried karst and salt dissolution caverns, and compute their 
underground spatial distribution (Figure 9). It was tested in 
the areas of Ein Gedi-Hever (Rybakov et al., 2001), Nahal 
Hever South (Eppelbaum et al., 2008; Ezersky et al., 2010), 
Ein Gedi-Arugot (Ezersky et al., 2013), and Ghor Al-
Haditha-Lisan Peninsula (Abou Karaki, 1995; Closson et 
al., 2005; Al-Zoubi et al., 2013). As a feasibility study, the 
micromagnetic technique was used as well to investigate 
sinkhole development and to detect caves along the western 
Dead Sea coast (Rybakov et al., 2005; Shirman and Rybakov, 
2009).

The micromagnetic study was carried out to test the 
possibility of delineating weak magnetic anomalies related 
to shallow voids or caves. The feasibility studies surpassed 
the expectations, and enabled the delineation of buried fault 
zones controlling the sinkhole process (Rybakov et al., 2005) 
and the detection of voids that are reliable precursors of 
sinkhole development and ground collapse (Rybakov et al., 
2005; Shirman and Rybakov, 2009).
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Figure 9. Sinkhole sites studied by means of the microgravity technique 
(modified after Ezersky et al., 2017).

6. Conclusions

the collection and the extensive coverage of gravity and 
magnetic data that exist over the DST region enabled a 
detailed analysis of the two potential fields on the regional 
and local scales. 

The analysis and interpretation of the gravity and 
magnetic field data provided a geological picture of the 
subsurface which allowed for a better understanding of the 
tectonic evolution in the Jordan DST zone. Major tectonic 
features such as volcanics, magmatic intrusive bodies, and 
basin-scale fault trends corresponded with the regional 
patterns and the abnormal shapes of the gravity and magnetic 
anomalies over the transform fault zone. Applying a variety of 
filtering techniques enhanced the qualitative interpretations 
of the various frequency components of the potential fields; 
removing the giant regional effect enabled the recognition of 
shallow depth-causative geological structures. The residual 
anomalies, on the other hand, showed a correlation with 
tectonic lineaments, shallow structures and small-scale 
volcanic intrusions within the uppermost part of the crust 
inferred from high amplitude of the related anomalies.

The earliest results of the 2-D quantitative interpretation 
of the combined gravity and magnetic field provided a 
significant contribution to the investigation of the deep 
lithospheric structures and led to the identification of Moho 
offset across the Jordan DST fault zone. Any geophysical 
interpretation is subject to a fundamental ambiguity involving 
the effect of a physical property and a volume. In as much 
as the results obtained from the potential field data were 
inherently not unique presented by several possible models, 
their reliability and accuracy were estimated by a comparison 
with seismic observations and the available drill-hole data. 
The advanced 3-D density modelling that incorporated 
results from additional recent geophysical investigations 
enabled a detailed resolution of the upper crustal structure. 
Deep basins, vertical offset of basement, relatively large 
intrusions, and a small asymmetric topography of the Moho 
were interpreted beneath the Jordan DST fault zone by 3-D 
density models.

At a shorter scale, the gravity and magnetic data in the 
DST region were useful for geological interpretations in 
specific areas. By means of new techniques, microgravity 
and micromagnetic models proved to be good tools for 
detecting buried sinkholes and karst cavities along the Dead 
Sea coast. 

The findings of the qualitative and quantitative 
interpretation of the gravity and magnetic anomaly fields 
confirmed the contrasting nature of the structures in the 
eastern and western plateaus of the Jordan DST fault 
zone. The results correlated with the known geology at the 
surface, and showed good agreement with the main tectonic 
elements and geologic structures in the DST region such as 
the sediment basins, salt diapirs, volcanic activity, magmatic 
intrusions, thinning of the crust, and the lateral and vertical 
offset of the basement. The data analysis of the gravity and 
magnetics at the regional and local scale has been linked to 
the left-lateral strike-slip movement at the boundary between 
the Arabian-African plates and to the transition zone marking 
a major crustal lithological discontinuity from the eastern 
segment of the northern edge of the continental plate into 

Gravity and magnetics play a leading role among 
the reconnaissance geophysical methods. Advances in 
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the oceanic zone at the Mediterranean coastline of a remnant 
Tethyan crust. Besides, the potential data were utilized, in 
the transform region, for the qualitative interpretation of 
regional geology and structural features in sedimentary 
basins, as one of the first steps in the search for petroleum.

The quantitative integration of varying gravity and 
magnetic datasets is one of the main challenges of potential 
field interpretations. These data sets differ in the type 
of data acquisition, equipments used, and geographical 
scale, elevation of measurement stations and their spacing, 
physical limitations in the field, borders, and different 
datum. These challenges can be tackled through improving 
the coverage of gravity and the magnetic measurement 
extent by conducting ground surveys in the DST region and 
applying the equivalent source technique for the integration 
of all available data sources, upon their high variability. 
Conducting new gravity and magnetic surveys in the DST 
region is also recommended for more local measurements 
to shed more light on small-scale structures, and to clarify 
their geological meaning in an attempt to increase the details 
of information that would represent a decisive step towards 
minimizing the remaining contentious issues.
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1. Introduction
The importance of rivers and surface water resources 

for communities has been recognized and stressed by 
several authors (Priscoli, 1998; Khadse et al., 2008). For 
this reason, most cities, industrial centers, and agricultural 
activities were established very close to streams and other 
surface water resources (FAO, 2011). As a result of the rapid 
population growth and climate change (Al-Dabbas, et al., 
2018), water quality has become an important issue in recent 
years. The provision of drinking and irrigation water faces 
major challenges, including the shortage of water and the 
poor quality of the waters (Al-Ansari, 2013). Water pollution, 
whether from sewage, industrial waste, or chemicals used in 
agriculture such as pesticides and fertilizers, has led to a lack 
of adequate water for domestic, industrial, and agricultural 
needs (ESCWA, 2000).  Due to the intense development 
of industry and agriculture, the water ecosystem has been 
perceptibly altered in several respects in recent years. Today, 
water resources are exposed to a variety of local disturbances 
across the globe (Vencatesan, 2007). Often, wastewater is 
drained into rivers, valleys, and agricultural land without 
treatment, especially in third world countries due to the high 
costs of processing and treatment (FAO, 2003; Hussein et 
al., 2004). Wastewater brings with it significant quantities 
of organic and inorganic pollutants to the water bodies and 
agricultural soils (Feizi, 2001; Wang et al., 2003; Hussain et 
al., 2006). 

In several arid and semi-arid countries, water deficits 
have forced planners and decision-makers to utilize any 
available source of water that can be used cheaply to 
encourage further development. This has led to a decline in 
freshwater sources in most Mediterranean regions and an 
urgent need to preserve and protect those resources (Bahri, 
2002). Population growth, climate change, drought, and the 
increasing demand for water resources have added greater 
pressure on water resources while simultaneously impairing 
surface water quality as a result of pollution discharge 
from industrial and agricultural activities (IPCC, 2007; 
Razzaghmanesh et al., 2005). On the whole, spatial variation 
in river water quality is motivated by natural catchment 
characteristics (e.g., climate, geology, soil type, topography, 
and hydrology) and also by human undertakings within 
catchments (e.g., Land use and management, plants cover 
etc.) (Lintern et al., 2018). However, the capability to manage 
and decrease water quality effects is disadvantaged by the 
variability in water quality both spatially and temporally, 
and the incapacity to expect this variability. (Ai et al., 2015). 
So, in order to develop operative management strategies for 
rivers’ water quality, it is critical to be able to predict these 
spatio-temporal variabilities (Danlu el at, 2019).

According to spatial and temporal changes in the water 
quality of the river, the situation requires the development 
of an integrated program to monitor the physicochemical 
variables at different locations along the river in order 
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Intensively used for irrigation, the Jaghjagh River in the northeastern region of Syria is polluted by municipal and industrial 
wastewaters. This study is aimed at assessing the spatial and temporal changes in the water quality of the Jaghjagh River in 
order to evaluate the existence of any potential impact of the water of the river used for irrigation and agriculture. Monthly 
water samples were collected regularly during the years 2012-2013 from three locations that are 2 km apart. The samples 
were analyzed for physicochemical characteristics. The results of the analysis showed that water quality parameters varied 
spatially and temporally. The spatial variation of the   parameters was clearly shown at the location from 1 to 3, and the 
significant difference of SS, EC, TDS, CODcr, BOD5, PO43-, Cl- and NH4+ was obvious at location 3 compared to the values 
at locations 1 and 2, reaching the values of 56.6 mg/l, 744.0 μS/cm, 326.5 mg/l, 111.7 mg/l, 10.57mg/l, 99.4 mg/l and 22.17 
mg/l respectively, while Nitrate demonstrated decreasing values at locations 1 to 3. Depending on the seasonal stream flow 
in winter (high rainfall) and summer (no rainfall), the temporal variation with significant difference was clearly recognized 
for the following parameters EC, TDS, PO43- . NH4+ and Cl- reached the values of 670.0 μS/cm, 329.4 mg/l, 9.30 mg/l, 4.22 
mg/l and 15.0 mg/l respectively. So to improve the water quality of the Jaghjagh River, basin management and treatment of 
municipal and industrial wastewaters are recommended. Moreover, further detailed studies of spatial and temporal modelling 
and prediction are required.   
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to draw a clear map of the water quality (Kenneth, 2003). 
Therefore, water quality monitoring is critical for ensuring 
that water resources are managed correctly and remain 
within the acceptable limits for sustainable use. The 
agricultural lands in some villages of Al-Qamishli region 
are haphazardly irrigated by water from the Jaghjagh River 
without awareness of the impact of irrigation with this water 
quality on soil management, crops, and the wider social 
and natural environments.  The aim of this research is to 
estimate the spatial and temporal changes in water quality 
of the Jaghjagh River within the Al-Qamishli region and to 
evaluate its potential impact on agriculture and   irrigation.

2. Materials and Method
2.1 Study area

2.2 River Water Sampling

The Jaghjagh River is a small perennial in eastern North 
Syria, flowing from Turkey through the city of Al-Qamishli 
and continuing its path to the city of Al-Hasakah where it 
reaches its estuary at Khabur River. The sewage and solid 
wastes are dumped into the river from the cities of Nisibin 
and Al-Qamishli.

The climate in this region is semi-arid with an average 
annual rainfall of about 442 mm, a major part of which is 
received during the winter season.

of twenty-four months from January 2012 to December 
2013. The monthly samples of the subsurface water were 
collected in triplicates during the first week of each month 
in the early hours of the day (7 a.m. to 9 a.m.). Iodine-
treated double Stoppard polyethylene bottles were used for 
the collection of the water samples, which were kept in an 
ice bucket and brought to the laboratory for analysis. Some 
of   the physicochemical characteristics of water, such 
as temperature and pH were measured using a mercury 
thermometer and digital pH-meter, respectively; other 
parameters including turbidity, electrical conductivity, total 
dissolved solids, nitrate-nitrogen, phosphates, biochemical 
oxygen demand, chemical oxygen demand, ammonia, were 
analyzed in the laboratory within six to eight hours using the 
methods of APHA (1985). Figure 2 illustrates the sampling 
locations selected for this study.

Water samples were collected from three locations with 
a distance of 2 km between each sampling location (Figure 
1), with coordinates illustrated in (Table 1), over a period 
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Figure 1. The sampling locations from Jaghjagh River in eastern North 
Syria.

Figure 2. Photos of some water sampling locations. (Source: Dr.Rami Kaba)

Table 1. Coordinates of sampling locations

CoordinatesSampling Location

Latitude: 37° 3’59.62”N
river to the Syrian boundaries the beginning of entering the 1

Longitude: 41°13’32.07”E

Latitude: 37° 3’9.35”N2 km away from the previous location, the centre of the town, 
intensive sewage and industrial water is thrown into the river.2

Longitude: 41°13’47.25”E

Latitude: 37° 2’42.67”N
2 km away from the second location, industrial area.3

Longitude: 41°14’8.94”E



Seasonal variations

LSD 95%AutumnSummerSpringWinterParameters

4.34620.75b35.92c21.50b13.05aTa

3.02719.50b28.13c20.62b14.24aTw

14.4727.1a35.3a24.1a35.0aSS

0.1597.42b7.23c7.59a7.36bcpH

88.6632b670b611b479aEC

38.51306.2bc329.4c270.3b242.4aTDS

45.1892.1a81.9a51.9a64.4aCODcr

22.1139.5a37.8a32.3a31.0aBOD5

2.3473.64b4.22b1.08a0.72aNitrate

1.4675.52a9.30b4.45a4.91aPO4
-3

49.1041.1a49.7a77.4b27.1aCL-

5.7513.2ab15.0cb11.1ab9.9aNH4
+

The range of variation and their annual mean along 
with a standard deviation of various physico-chemical 
characteristics of Jaghjagh River water are given in Table 2. 
Spatial variations are shown in Table 3. A seasonal variation 
is shown in Table 4. The monthly variations in water 

quality are depicted in Figures 3 to 12, while the correlation 
coefficients between different parameters are presented in 
Table 5. The high standard deviation indicates that the data 
are widely spread, due to the presence of temporal variations 
caused likely by natural and/or anthropogenic polluting 
sources. 

3. Results and Discussion
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20132012

Parameters Mean and Standard
Deviation

Range of variationMean and Standard
deviation

Range of variation

MaximumMinimumMaximumMinimum

20.96±6.5441.011.023.29±10.244612Ta

22.81±10.0533.010.020.29±6.9332.19.1Tw

33.78±30.58129.08.026.94±26.111247SS

7.372±0.2587.96.97.436±0.3208.16.8pH

594.3±178.51022.0373.0593.0±175.91056.0370.0EC

292.1±59.9509.0220.0282.1±79.6500.0171.0TDS

60.5±70.5367.014.071.7±75.8290.04.0CODcr

29.94±32.94150.003.0040.36±43.51155.002.00BOD5

1.978±2.38211.000.1002.856±4.53516.900.00Nitrate NO3
-

6.395±6.13922.400.2005.69±6.9429.100.13PO4
-3

53.0±87.7519.017.044.7±73.9410.04.0Cl-

12.56±12.4054.01.012.00±12.955.01.0NH4
+

Table 2. Range of variation, mean, and standard deviation of water quality parameters of the Jaghjagh River water

Table 3. Spatial variations of water quality parameters during the study period.

Table 4. Seasonal variations of water quality parameters during the study period

Where Ta is Air Temperature, °C , Tw is Water Temperature, °C, SS is Suspended Solids mg/l, EC is Electrical Conductivity, μS/cm, TDS is Total Dissolved Substance, mg/l, 
CODcr is Chemical Oxygen Demand, mg/l, BOD5 is Biological Oxygen mg/l, NO3- is Nitrate, PO4-3 is Phosphate, mg/l, Cl- is chloride, mg/l, NH4+ is Ammunium,mg/l.

Sampling Locations

LSD 95%3 Loc.2 Loc.1 Loc.Parameters

0.72123.48b22.52a22.42aTa

0.62221.36b20.13a20.37aTw

11.3456.6b18.1a16.3aSS

0.12547.39a7.4a7.48apH

60.5744b531a506aEC

26.86326.5b267.2a267.6aTDS

29.96111.7b49.6a56.4aCODcr

14.0959.4b23.1a22.9aBOD5

1.2521.70cb2.40ba3.15aNitrate

2.66610.57b3.82a3.74aPO4
3-

42.5999.4b24.5a22.6aCL-

4.3122.17b7.14a7.53aNH4
+
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Table 5. Correlation Coefficient (r) by Pearson among physicochemical parameters of the Jaghjagh river water.

** Correlation is significant at 0.05 significance level (2-tailed).

NH3
-NCL-PO4

-3NitrateBOD5CODcrTDSECpHSSTw Ta 

           1 Ta

          10.878**Tw

         10.0730.091SS

        1-0.057-0.247*-0.234*pH

       1-0.1150.537**0.482**0.363**EC

      10.77**-0.1960.554**0.558**0.425**TDS

10.731**0.553**-0.0650.640**0.296*0.21CODcr

    10.874**0.64**0.655**-0.0720.628**0.271*0.198BOD5

   10.0130.0590.1980.084-0.082-0.0970.38**0.26*Nitrate

  10.1190.635**0.601**0.628**0.641**-0.1260.685**0.306**0.287*PO4
-3

 10.436**-0.050.579**0.421**0.494**0.659**-0.0130.485**0.1150.176CL-

10.55**0.81**0.110.827**0.707**0.647**0.751**-0.0480.724**0.286*0.194NH4+

3.1. Suspended solids (SS)

3.2. pH

Clay, silt, organic matter, plankton, and other microscopic 
organisms cause turbidity in natural waters (Kishor and 
Joshi, 2005). The average measured SS varied between 
7-124 mg/l and 9-129 mg/l in 2012 and 2013 respectively. 
Spatial variation among the locations was demonstrated 
clearly at location 3, where the concentration of 56.6 mg/l has 

pΗ is an important factor for realizing the nature and 
extent of pollution. pH values of Jaghjagh River water varied 
during the study period from slightly acidic to slightly alkaline 
levels of 6.8 and 8.1 (Table 2). Khadse et al. (2008) reported 
that higher pΗ values are often caused by bicarbonates and 
carbonates. The average pH values did not show a statistically 
significant difference among the sampling locations (Table 
3). According to the seasonal variation, pH varied between 
7.23 and 7.59 in summer and spring respectively; moreover, 

a significant difference compared to other locations (Table 
3). No temporal variation was noticed, and the seasonal 
average SS increased apparently in winter and summer 
with values of 35.0 and 35.3 mg/l (Table 4). Additionally, its 
values displayed a positive correlation with the values of EC, 
TDS, CODcr, BOD5, PO43-, chloride, NH4+ and a negative 
correlation with nitrate (Table 5).

there was a significant difference among them (Table 4). 
In accordance with the correlation matrix, it was observed 
that pH was negatively related to the temperature (Table 5). 
The pH values ranged from 6.8 in July to 8.1 in March of 
2012 and ranged between 6.9 in May and 7.9 in April of 2013 
(Figure 4). The pH increase is related to rainfall runoff which 
brought waste with, but it did not   exceed the acceptable 
standards of sewage water for irrigation proposes (Syrian 
Standards limitations, 2008).

Figure 3. Monthly variations in Suspended solids (SS).

Figure 4. Monthly variations in water pH.



3.3. Electrical Conductivity

3.4. Total Dissolved Substance

3.5. Chemical Oxygen Demand

Spatial variation of EC showed a rage of values between 
506 and 744 μS/cm. The values observed at location 3 varied 
significantly compared to the sampling locations 1 and 2 
(Table 3). However, seasonal variation showed significant 
differences in the values in spring, summer, and autumn 
compared to winter with values of 611, 670, 632 and 479 
μS/cm respectively (Table 4). This was because of the wide 

The average TDS value varied between 267.6 mg/l and 
326 mg/l at the sampling locations, especially location 3 
which showed a significant difference compared the other 
sampling locations. A higher value of TDS was observed in 
summer (the dry season) and lower values were observed 
in winter (the rainy season) with values of 3 29.2 and 

The Chemical Oxygen Demand (CODcr) is the 
measurement of oxygen required for the oxidation of organic 
matter in the samples, and being a reliable parameter for 
judging the extent of pollution in water (Amirkolaie, 2008), 
it is widely used for determining the waste concentration 
(Kazi et al., 2009). In the present study, CODcr ranged from 
4 mg/l (March 2012) to 367 mg/l (January 2013) (Figure8). 
According to the results presented in Table 3, there was a 
significant spatial variation demonstrated at location 3 with 
values of 111.7 mg/l compared to locations 1 and 2. This 
reflects the observations made by Garg et al. in a reservoir 

variety of inorganic salts and organic matter resulting 
from natural conditions and agricultural runoff (Basu and 
Lokesh, 2013). In accordance with the correlation matrix, 
EC demonstrated a positive correlation with temperature, 
SS, TDS, CODcr, BOD5, PO43-, chloride, and NH4+ and 
a negative correlation with pH. According to the Syrian 
Standardization, the parameter EC was within the acceptable 
standards for irrigation   purposes. 

242.4 mg/l demonstrating a significant difference between 
them, because the seasonal variation in the major ion 
concentrations and TDS of the water are usually governed 
by river runoff variations (Khazheeva et al., 2007). The TDS 
parameters showed a positive correlation with the parameters 
of temperature, SS, EC, CODcr, BOD5, PO43-, chloride and 
NH4+, and a negative correlation with pH (Table 5).

in India (2010). The highest value was obtained at sampling 
location 3 (367 mg/l), where there were intensive discharges 
of domestic and industrial wastewater dumped into the river. 
Furthermore, the CODcr values demonstrated a positive 
correlation with the parameters of temperature, SS, EC, 
TDS, BOD5, PO4

3-, Chloride and NH4
+ (Table 5), indicating 

that the CODcr could be related to the leaching and transport 
of natural, domestic sewage, agricultural and   industrial 
pollutants as observed by Barakata et al. (2016). The mean 
consternation of CODcr was higher than the maximum limit 
permitted by the Syrian Standardization    for the irrigation 
of cooked vegetables.

Figure 5. Monthly variations in electrical conductivity of water.

Figure 6. Monthly variations in TDS of water.
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3.6. Biochemical Oxygen Demand

3.7. Nitrate 

The significant spatial variation was noticed at location 
3 with values of 59.4 mg/l compared to values at locations 1 
and 2 (Table 3). No significant temporal variation was noticed 
according to the results in (Table 4). The highest BOD5 was 
recorded during the months of January, April, July, August, 
and September, and the lowest values were recorded in 
the months of February, March, November, October, and 
December in all of the sampling locations (Figure 8). This 

Nitrate concentrations varied at locations from 1 to 
3 with a maximum value of 3.15 mg/l at location 1 which 
demonstrated a significant difference compared to the 
values at location 3 (Table 3). This is related to the intensive 
fertilization processes of the agricultural lands adjacent to 
location 1. Significant Seasonal variations in the nitrate 
concentration were noticed in summer and autumn with 
the values of 4.22 and 3.64 mg/l respectively, compared 

may be related to the high biological activity stimulated 
by the rising temperature. Similar results were reported 
by Sreenivasulu et al. (2014) and Issa (2013). BOD5 values 
demonstrated a positive correlation with water temperature, 
SS, EC, TDS, COD, PO43-, Chloride and NH4+ (Table 4). 
Compared to the Syrian standards, all locations showed a 
moderately to highly polluted quality in more than 50% of 
the samples, especially at location 3. 

to lesser concentrations in winter and spring (Table 4). 
Pejman et al. (2009) stated that nitrate values should be of 
higher values in warm seasons, which may be justified by 
the relatively more agricultural and husbandry activities, 
as is clearly demonstrated by Figure 9. According to the 
Syrian Standardization, the nitrate content in all of the 
water samples were within the allowable concentrations for 
irrigation purposes. 

Figure 7. Monthly variations in chemical oxygen demand (CODcr)

Figure 8. Monthly variations in biochemical  oxygen demand (BOD5)

Figure 9. Monthly variations in nitrate (NO3-)
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3.8. Phosphate

3.9. Chloride 

3.10. Ammonium 

Phosphate concentrations ranged from 0.13 to 29.1 mg/l 
in 2012, and from 0.2 to 22.4 in 2013, with the highest value 
(10.57 mg/l) being recorded at the location 3 demonstrating 
a significant difference compared to locations 1 and 2 
(Table 3). This is due to the mixing of domestic waste and 
different industries’ effluents with agriculture runoff from 
the farmlands (Groupement ADI/CACG, 2010). From a 
season-based evaluation, it was noticed, that due to high 
evaporation, the Phosphate value of 9.30 mg/l shows a 

Chloride spatial variation was clearly observed among 
locations, where the average value of 99.4 mg/l recorded at 
the location 3 exhibit a significant difference in comparison 
to other locations. Seasonal variation, which was clearly 
demonstrated in spring when domestic and industrial 
wastewater inlets are the highest, showed a statistically 
significant difference with the value of 77.4 mg/l compared 
to the values in winter only. This can be explained in 

 Ammonium (NH4+) values varied spatially among 
locations with the highest value  of 22.1 mg/l being recorded 
at location 3, where the downstream of Al-Qamishli region 
wastewater discharges are situated indicating a moderate to 
high pollution of the riverwater; this showed the negative 
impact of discharges from the city on the quality of the water 
of the studied river (Barakata et al., 2016), with significant 
differences compared to others. However, temporal variations 

significant difference in summer compared to the values 
in other seasons, and this is well-matched with the findings 
of Garg et al. (2010). Phosphate correlated reasonably well 
with temperature, SS, EC, pH, TDS, CODcr, BOD5, Nitrate, 
Chloride and NH4+. According to the Syrian Standardization 
of wastewater for irrigation, the higher values of Phosphate 
observed at location 3 during the months of January, August, 
and October of 2012 and 2013 respectively (Figure 10) have 
exceeded the maximum limits allowed for irrigation.

terms of the climatologic and hydrologic characteristics 
associated with the wet (cold or temperate) and dry (warm) 
seasons (Zare et al., 2011). The chloride concentration had 
not exceeded the maximum limit allowed by the Syrian 
Standards for irrigation at sampling locations 1 and 2 in 2012 
and 2013. However, the concentration of chloride obtained 
at location 3 in April of 2013 (Figure 11) had exceeded the 
allowable irrigation limits of all crops, vegetables, trees and 
the surfaces of green types.

were not observed during the study period. In accordance 
with the correlation matrix, ammonium displayed a positive 
correlation with SS, EC, TDS, CODcr, nitrate, BOD5, PO4-
3, and Chloride, (Table 5). The Ammonium concentrations 
exceeded the allowable Syrian limits for irrigation concerning 
all type of crops being forest or fruit trees or cereals and 
forage and also cooked vegetables during the months from 
July to September in 2012 and 2013 respectively at location 
3 (Figure 12).

Figure 10. Monthly variations in Phosphate

Figure 11. Monthly variations in Chloride.
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Figure 12. Monthly variations in Ammonium
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Abstract

1. Introduction
Solid wastes may be regarded as any material resulting 

from domestic activity and industrial operations for which 
there is no economic value and thus must be disposed 
(Sridhar, 1998). Population growth, economic development 
and urbanization have led to the increase and complexity 
of waste generated by urban areas dwellers (Verge and 
Rowe, 2013). Solid waste pollutants are known to serve 
as an external force which may have an impact on the 
physicochemical characteristics of soil, and as such can 
contribute to the poor production of vegetation (Christensen 
et al., 2014). Improper waste disposal in public schools in 
Nigeria has become a matter of  public health concern for 
stakeholders such as civil society groups. Most public 
schools in Nigeria generate solid waste from daily activities 
such as classwork, sweeping, serving of food, clearing and 
bush burning. Open dumpsites are common practice in 
public schools due to insufficient or lack of waste disposal 
facilities. The common types of solid wastes found in the 
various schools include paper, grass, nylon (for sachet water, 
ice cream, sweets), corn cobs, groundnut shells, organic 

waste, cartons, tree leaves, steel cans, plastic bottles, and 
chalk (Wahab, 2003). Other forms of solid wastes, which 
are not directly generated by the students or teachers, but 
from neighboring residential premises, are also dumped at 
these sites. The continued increase in the quantity of waste 
generated in schools may not be unconnected with the 
increase in the number of students enrolled in schools yearly, 
improved living standards, urbanization, and technological 
advancement. Poor waste handling and disposal in schools 
especially where sanitation facilities are poorly planned and 
constructed, badly maintained and not properly deployed 
can lead to environmental pollution. This can further 
encourage the breeding of insects, animal scavengers and 
rodents, and result in a range of diseases through different 
routes of exposure such as fecal-oral and soil transmitted 
mechanisms. (WHO, 2005). The main aim of this study is 
to assess the physicochemical and microbiological quality of 
top soils collected in the vicinity of these makeshift open 
waste dumpsites located within public schools across Benin 
City.

Keywords: Public schools, dumpsites, physicochemical, microbial and Benin City
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A major factor which has contributed to the declining environmental and health conditions of urban communities is the 
indiscriminate dumping of solid waste in premises of public institutions such as public schools. The microbiological and 
physicochemical properties of surface soil samples obtained from twelve (12) waste dumpsites located in public schools 
across Benin City, Edo State were assessed using standard procedures. Sampling was conducted between the months of 
May and July 2018. The mean heterotrophic bacterial and fungi counts for the soil samples ranged from 2.81 ± 1.01 to 6.38 
± 1.78 (×104cfu/g) and 2.00 ± 0.73 to 7.03 ± 0.86 (×103cfu/g), respectively. Ten microbial isolates were tentatively identified 
as follows: Acinetobacter sp., Pseudomonas aeruginosa, Micrococcus sp., Bacillus sp., Klebsiella sp., Enterobacter sp., 
Aspergillus niger, Penicillium sp., Mucor sp., and Fusarium sp. Pseudomonas sp. was the most dominant (16.00%) amongst 
the bacterial isolates, whilst Enterobacter sp (4.00%) was the least occurring bacterial isolate. Aspergillus sp. (17.00%) 
was the highest occurring fungal isolate, while the Fusarium sp. (8.00%) was the least. The mean concentration of the 
physicochemical results showed values which ranged from 5.82 ± 1.58 to 6.72 ± 1.17, 77.22 ± 6.14 ± 2.00 to 259.67 ± 64.34 µS/
cm, 2.26 ± 0.53 to 5.83 ± 1.18 mg/kg, 29.11 ± 16.11 to 60.06 ± 10.76 mg/kg, 13.99 ± 3.22 to 33.57 ± 26.57 mg/kg, 6.42 ± 0.46 
to 13.91 ± 2.43 mg/kg, 1.44 ± 0.72 to 3.83 ± 2.47%, 2.28 ± 0.69 to 6.71 ± 4.05% for pH, electrical conductivity (EC), Sulphate  
(SO-

4), Nitrate (NO-
3), Phosphate (PO4

-3), Ammonium (NH4
+), Total Organic Carbon (TOC) and Total Organic Matter (TOM),  

respectively. There was a significant difference between the values of most of the physicochemical parameters of the soil 
from the dumpsites and control sites. The presence of potential pathogenic microorganisms in the soils collected from the 
respective dumpsites is a major public health risk. 
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2.1 Study Area

2.5 Physicochemical Analyses of the Soil Samples 

2.2 Sample Collection

2.6 Statistical Analysis

2.4 Characterization of the Soil Microbiota 

2.3 Enumeration and Identification of Heterotrophic Soil 
Microflora

The study area is Benin City in Nigeria. Benin City is a 
humid tropical urban metropolis which comprises four Local 
Governmental Areas, namely Egor, Ikpoba Okha, Oredo, 
and Ovia North East. It is located within latitudes 6°20ʹN 
and 6°58ʹN, and longitudes 5°35ʹE and 5°41ʹE (Okhakhu, 
2010). It broadly occupies an area of approximately 112.552 
km with an estimated population of 1,086,882 people (NPC 
2006). The city has over 500 schools made up of both public 
and private nursery, primary, and secondary educational 
facilities.

The following physiochemical properties of the various 
soil samples were determined. Parameters which included pH, 
electrical conductivity (EC), and particle-size distribution 
were ascertained using the procedures described by Kalra 
and Maynard (1991). The soil samples were analyzed for their 
Nitrate (NO-

3), Ammonium (NH4+), and Phosphate (PO4
-3) 

contents using the methods described by Onyeonwu (2000). 
The Total Organic Carbon (TOC) content of the respective 

samples was obtained according to procedure described by 
Bremmer and Mulvaney (1982) while TOM was determined 
according to the method described by Osuyi and Adesiyan 
(2005). 

Surface soil samples were collected from twelve open 
dumpsites within twelve public secondary schools sited 
across Ikpoba Okha, Egor, Oredo Local Government 
and Ovia North East area of Edo State. The samples were 
collected between May and July, 2018. About One-hundred 
grams of the surface soil samples were collected in triplicates 
at a depth of 2 cm - 20 cm with the aid of a soil auger. The 
surface debris of the soils was removed before sampling. 
The samples were dispensed into sterile containers and 
appropriately labeled. A control soil was obtained from a 
farmland in the University of Benin, Ugbowo, Benin City.

The statistics package for social sciences (SPSS version 
20) was used to generate analysis of variance (ANOVA), 
and the Duncan’s multiple range tests were used to test 
significance and mean separation respectively at a 95% 
level of confidence. Pearson correlation was employed in the 
correlation analysis to examine and establish the association 
between and physicochemical characteristics and the 
microbial parameters of the waste dumpsites’ samples.

 The subcultured bacterial isolates were subjected to an 
array of relevant physiological and biochemical tests which 
included; catalase production, spore staining, coagulase 
production, sugar fermentation tests Gram staining, and 
oxidase test. The results were compiled and the tentative 
identity of the respective bacterial isolates were ascertained 
by the comparison of the complied results recorded for the 
respective isolates with descriptive   identification schemes 
as described by Holt et al. (1989) and Cullimore (2000). The 
subcultured fungal isolates were identified on the basis of 
their morphological and microscopic features. The cultural 
attributes of the subcultured fungal cultures were noted, and 
the microscopic features of the fungal isolates were observed 
with the aid of the wet mount procedure as described by 
Sharma (2009). The mountants were stained with lactophenol 
cotton blue and distilled water was employed respectively 
as described earlier by Obayagbona and Enabulele (2013). 
The microscopic structures observed were recorded and 
compared to illustrations stated by Barnett and Hunter (1972) 
and Alexopolulos et al. (1996).

The mean heterotrophic bacterial and fungal count of the 
soil samples were examined with the aid of serial dilution 
and pour plate technique as described by Harley and Prescott 
(2002) and Aneja (2003). 

3. Results and Discussion
The mean concentration of the physicochemical analysis 

of the soil samples collected from the waste dumpsites across 
public schools in Benin City is presented in Table 1. The 
degree of acidity or alkalinity of a soil is a very important 
property which affects many other physicochemical and 
biological properties. The mean values of pH across the 
sampled locations ranged from 5.82 ± 1.58 to 6.72 ± 1.17. The 
pH of the soils from most of the locations were significantly 
higher than that of the control soil (4.76 ± 0.68) at p < 0.0.5. 
(Table 1) This could be attributed to liming materials and 
the activities of some microorganism in the solid wastes 
(Ayade, 2003, Ideriah et al., 2006). The pH of the soils 
obtained in this study were slightly acidic, and was similar 
to the readings recorded by both Abdus-Salam (2009) and 
Ogbonna et al., (2009) who reported 5.4 to 7.7 and 5.6 to 
6.0, respectively but are in contrast with the findings of 
Oguntimehin and Ipinmoroti, (2008); Parth et al. (2011). The 
moderate acidic pH values obtained in the sites under study 
could be attributed to the removal of basic cations or nutrients 
from the surface of the soils in the dumpsites as a result of 
the effect of anthropogenic activities such as burning which 
resulted in the loss of nutrients. The EC values in this study 
ranged from 77.22 ± 6.14 to 259.67 ± 64.34 µS/cm. These 
findings were lower than those of Osazee et al. (2013) who 
reported values from 164.00 to 540.00 µS/cm, respectively. 
The EC values were significantly higher than those of the 
control site except at Dumpsite 9 (DS9) with EC of 77.22 ± 
6.14 µS/cm. 

The high EC values in this study showed that the soil 
samples have a high concentration of soluble salts which is 
a good indicator of plant growth. The sulphate ranged from 
2.26 ± 0.53 to 5.83 ± 1.18 mg/kg. There were significant 
differences in the sulphate concentration across the site and 
the control soil except in DS1.This finding is in agreement 
with an earlier study by Osazee et al. (2013) who showed   
a range of 2.38 to 3.44 mg/kg. The nitrate and phosphate 
values varied from 29.11 ± 16.11 to 60.06 ± 10.76 and 13.99 
± 3.22 to 33.57 ± 26.57 mg/kg, respectively. The Nitrate and 
Phosphate levels were significantly higher in the soils from 
the different sampled locations compared to the control 
sites at P < 0.5. This finding is consistent with the report 
of Akinbile and Yusoff (2012); Akinnusotu and Arawande 
(2016). The presence of nitrate in the soil may be attributed 
to the mineralization of nitrogen as a result of organic 
matter in the soil. Whilst the phosphate concentration could 
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be attributed to the presence of a high amount of organic 
matter and plant decomposition at the dumpsites (Ideriah 
et al., 2006). The percentage of TOC and TOM recorded 
for the respective soils ranged from 1.44 ± 0.72 to 3.83 ± 
2.47% and 2.28 ± 0.69 to 6.71 ± 4.05%. These percentages 
were higher than those of Abdus-Salam et al. (2011) who 
reported 0.028-0.409 and 0.048-0.707%. The carbon content 
and organic matter in the various dumpsite soils were 
significantly higher than those of the control soil samples 
which were 0.60 ± 0.31 and 1.16 ± 0.97%, respectively. The 
higher percentage of the concentration of organic matter 
in the examined soils could be attributed to the presence 
of organic waste residues which add more organic matter 
when decomposed. Munoz et al. (1994) also reported that 
the elevated amount of organic carbon in various soil 
samples in the vicinity of dumpsites could be suggestive 
of possible degradation or the presence of degradable and 
compostable wastes. Biyogue (2016) reported a positive 
correlation between organic carbon, organic matter, and the 
available phosphorous across forest soils which means that 

the high organic matter content increased the availability 
of soil phosphorous concentrations. This is, however, 
consistent with the findings of this study. Omar (2015) 
stated that the soil texture is known to play a critical role in 
the improvement of the cation exchange capacity (CEC) of 
the soil and therefore its capacity to hold major and minor 
nutrients. The percentage proportion of clay, silt, and sand 
in the soils from waste dumpsite are presented in Table 1. 
The soil samples from the various sampling points were 
silty, and this is in agreement with a report by Ogbonna et 
al. (2009) who observed that top soil samples collected from 
most waste dumpsites in Port Harcourt, Rivers State, Nigeria 
were silty in nature.  However, this trend is inconsistent 
with the reports of Eneje and Lemoha (2013), Oyedele et al. 
(2008) and Ideriah et al., (2010), who observed that the top 
soils sourced from several municipal dumpsites in Owerri, 
Eastern Nigeria were sandy. The role of the soil forming 
materials in determining the textural class of a particular 
soil could be the reason for the differences in soil texture 
(Oyedele et al., 2008).

Table 1. Mean concentrations of physicochemical properties of open dumpsites

Values are Mean ± SD of three replicates. Different superscripts in the same column indicate significant differences at p < 0.05 according to Duncan Multiple 
Range Test (DMRT). EC= electrical conductivity, EC electrical conductivity, SO-

4 sulphate, NO-
3: nitrate; PO4

+ Phosphate, NH+
4 Ammonium, TOC total organic 

content, TOM total organic matter, DS= Dumpsites.

Locations pH EC SO-
4 NO-

3 PO4
+ NH+

4  TOC TOM Clay Silt Sand

(µS/cm) (mg/kg) (mg/kg) (mg/kg) (mg/kg) (%) (%) (%) (%)   (%)

DS1 6.21 ± 
1.04b

116.22 ± 
4.49ab

5.83 ± 
1.18d

31.68 ± 
16.69ab

13.99 ± 
3.22ab

6.42 ± 
0.46a

2.84 ± 
0.68cde

4.53 ± 
1.04cd

8.36 ± 
0.51a

24.29 ± 
0.78bcd

6.62 
±0.81cd

DS2 6.64 ± 
1.20b

137.44 ± 
11.16b

3.11 ± 
0.57bc

41.26 ± 
14.20ab

17.24 ± 
5.44ab

10.13 ± 
3.41ab

3.19 ± 
1.25de

4.31 ± 
1.37cd

6.96 ± 
1.43a

16.11 ± 
0.46abc

3.56 
±0.95ab

DS3 5.91 ± 
1.84ab

134.89 ± 
2.80b

1.93 ± 
0.66a

30.86 ± 
22.34ab

33.57 ± 
26.57b

8.51 ± 
6.01ab

2.20 ± 
0.47bdc

3.69 ± 
0.46bcd

4.66 ± 
0.41a

17.89 ± 
1.30abc

3.04 ± 
0.55a

DS4 5.96 ± 
1.43ab

137.33 ± 
38.30b

3.50 ± 
0.60c

43.44 ± 
16.36abc

14.30 ± 
1.12ab

10.97 ± 
4.46ab

3.09 ± 
1.43de

4.36 ± 
1.89cd

9.11 ± 
0.51a

20.37 ± 
3.02abc

8.14 ± 
0.59f

DS5 5.82 ± 
1.58ab

185.89 ± 
4.94c

3.39 ± 
1.10c

45.52 ± 
5.99bc

32.07 ± 
22.81b

12.23 ± 
4.77ab

3.22 ± 
1.88de

5.52 ± 
3.16de

7.20 ± 
0.55a

14.80 ± 
0.60ab

7.71 ± 
1.10ef

DS6 6.28 ± 
0.93b

95.22 ± 
4.24ab

4.46 ± 
0.65c

35.02 ± 
19.54ab

33.38 ± 
37.02b

8.16 ± 
5.45ab

1.76 ± 
0.84abc

3.10 ± 
1.43bc

8.84 ± 
0.62a

22.17 ± 
0.50abcd

6.38 ± 
0.61c

DS7 6.70 ± 
1.31b

259.67 ± 
64.34d

4.27 ± 
0.67c

60.06 ± 
10.76c

33.46 ± 
16.27b

13.91 ± 
2.43b

3.83 ± 
2.47e

6.71 ± 
4.05e

10.92 ± 
23.66a

30.92 ± 
32.85d

7.24 ± 
0.39de

DS8 6.11 ± 
1.12b

120.00 ± 
6.95ab

2.30 ± 
0.78a

37.40 ± 
17.62ab

32.43 ± 
32.63b

10.53 ± 
7.82ab

2.59 ± 
1.06bcde

3.87 ± 
1.16bcd

8.45 ± 
0.58a

13.72 ± 
1.08a

6.64 ± 
0.25cd

DS9 6.47 ± 
1.49b

77.22 ± 
6.14a

2.26 ± 
0.53a

24.39 ± 
13.69a

18.80 ± 
18.48ab

8.54 ± 
6.36ab

1.63 ± 
0.85abc

2.28 ± 
0.69ab

4.34 ± 
0.22a

16.87 ± 
1.21abc

4.00 ± 
0.48b

DS10 6.72 ± 
1.17b

131.89 ± 
2.37b

2.61 ± 
0.55ab

29.11 ± 
16.11ab

28.86 ± 
32.59ab

6.90 ± 
3.53a

2.16 ± 
0.88bcd

3.03 ± 
0.49bc

6.58 ± 
1.23a

16.21 ± 
1.89abc

6.44 ± 
0.20c

DS11 6.60 ± 
1.44b

136.00 ± 
9.34b

2.28 ± 
0.55a

31.62 ± 
22.40ab

18.98 ± 
17.30ab

7.07 ± 
4.99a

1.44 ± 
0.72ab

2.66 ± 
1.12abc

9.39 ± 
1.34a

20.62 ± 
0.96abc

9.07 ± 
0.90g

DS12 6.49 ± 
1.26b

90.33 ± 
14.32ab

4.28 ± 
0.50c

40.39 ± 
24.90ab

17.78 ± 
13.88ab

9.14 ± 
6.10ab

2.01 ± 
0.98bcd

3.19 ± 
1.61bc

7.68 ± 
0.16a

16.93 ± 
0.58abc

6.40 ± 
0.70c

Control  4.76 ± 
0.68a

74.78 ± 
147.53a

5.56 ± 
0.48d

23.64 ± 
24.26a

7.96 ± 
6.65a

7.92 ± 
9.13ab

0.60 ± 
0.31a

1.16 ± 
0.97a

9.80 ± 
0.76a

25.17 ± 
2.54cd

6.92 ± 
0.42cd



The results of the microbial count in waste dump on soils 
are shown in Table 2.

The mean heterotrophic bacterial counts ranged from 2.81 
± 1.01 to 6.38 ± 1.78 (×104cfu/g), while the THFC ranged from 
2.00 ± 0.73 to 7.03 ± 0.86 (×103cfu/g). The bacterial counts in 
soils from the dumpsites were significantly higher than those 

of the control soil (P < 0.05) except at sites DS1 and DS7. 
This trend is supported by the higher organic carbon and 
nitrogen content of the dumpsite soils in comparison to the 
control soil (Table 2). This phenomenon might be the result 
of the increased availability of biodegradable organic and 
inorganic substrates from the variety of municipal wastes 
being continuously dumped at these sites. There was no 
significant difference between the total heterotrophic fungal 
count of the dumpsite soils and the control soil samples. 

The isolation of Acinetobacter sp., Pseudomonas sp., 
Micrococcus sp. Bacillus sp., Klebsiella sp., Enterobacter sp. 
Aspergillus sp., Penicillium sp., Mucor sp. and Fusarium sp. 
was similar to a report by Osazee et al. (2013) who isolated 
similar microorganisms from a municipal waste dumpsite in 
Benin City. All the microbial isolates identified from the soil 
samples have been reported to be associated with wastes and 
waste biodegradation (Obire et al. 2002). 

The frequency of the bacterial isolates from the waste 
dumpsite soils were: Acinetobacter sp. (7.00%) Pseudomonas 
aeruginosa (16.00%), Micrococcus sp. (5.00%), Bacillus sp. 
(10.00%) Klebsiella sp. (8.00%) and Enterobacter sp. (4.00%), 
while those of fungi were Aspergillus niger (17.00%), 
Penicillium sp. (14.00%), Mucor sp. (11.00%) and Fusarium 
sp. (8.00%) (Figure 1). The bacterial cultures isolated in 
this study, with the exception of Arthrobacter, are known 
to occur more commonly in the air and soil environments, 
and have been described as opportunistic human pathogens 
(Cheesebrough, 2006). Pavoni et al. (1975) reported that 
truly pathogenic forms of fungi may survive in waste. The 
open dumping of garbage around the schools could also 
function as a breeding ground for disease vectors such as 
flies, mosquitoes, cockroaches, rats, and other pests. These 
dumpsites could pose public health risks to the students, 
teachers, and populations living around the school premises 
whose food and water supplies may, perhaps, become 
contaminated as a result of either waste dumping or leakage 
from dumpsites during rains. This could lead to an increased 
risk of the spread of infectious diseases such as food and 
waterborne diseases (Aboagye-Larbi et al., 2004). 

Table 2. Total Bacterial and Fungal counts of the surface soil samples 
from the dumpsites

Values are Mean ± SD of three replicates. Different superscripts in the same 
column indicates significant differences at p < 0.05 according to Duncan 
Multiple Range Test (DMRT). THBC and THFC Total Bacterial and Fungal 
counts, respectively.

Location THBC (×104cfu/g) THFC (×103cfu/g)

DS1 2.81 ± 1.01a 3.38 ± 0.86abc

DS2 3.22 ± 1.52ab 5.39 ± 1.27de

DS3 6.38 ± 1.78g 4.14 ± 2.88bcd

DS4 5.22 ± 0.63defg 3.07 ± 1.18ab

DS5 3.33 ± 0.99ab 4.03 ± 0.86cd

DS6 3.93 ± 1.87abcd 3.22 ± 1.42abc

DS7 2.67 ± 1.34a 4.61 ± 2.20cd

DS8 5.64 ± 0.65efg 3.02 ± 1.63ab

DS9 5.96 ± 0.72fg 3.39 ± 1.08ab

DS10 4.74 ± 2.41cdef 2.00 ± 0.73a

DS11 4.50 ± 0.69bcde 3.80 ± 0.94bc

DS12 3.86 ± 0.58abc 3.97 ± 0.65bcd

Control 2.71 ± 0.61a 3.03 ± 0.46ab

Figure 1. Percentage frequency of occurrence of  the microbial isolates

  pH  EC
(µS/cm)

SO-
4 

(mg/kg)
NO-

3 
(mg/kg)

PO+
4 

(mg/kg)
NH+

4 
(mg/kg)

TOC 
(%)

TOM 
(%)

Clay
(%)

Silt
(%)

Sand 
(%)

THBC 
(×104cfu/g) -0.064 -0.354** -0.466** -0.241** 0.170 -0.140 -0.059 -0.144 -0.036 -0.126 -0.162

THFC 
(×103cfu/g)  0.234* 0.163 -0.321** 0.265** 0.153 0.307** 0.026 0.005 0.056 -0.081 -0.174

Table 4. Correlation between physicochemical and microbiological parameters of the top soil samples at the dumpsites

**. Correlation is significant at the 0.01 level (2-tailed). *. Correlation is significant at the 0.05 level (2-tailed).

 Table 4 revealed that EC, SO-
4, NO-

3 correlated 
negatively but weakly with the total bacterial count (r = 
-0.354), (r =-0.466) and (r =-0.241), respectively at a p < 
0.01 significant level. This inverse relationship may be 
attributed to the high level of EC, sulphate, and nitrates 
which may become toxic to the bacterial populations. pH 
correlated positively but weakly with the total fungal count 
(r = 0.234; at p < 0.05). The weak positive association could 

be attributed to the moderate acidic pH level of the soil due 
to human activities such as burning. Nitrate and ammonium 
correlated positively with THFC (r =0.265), (r =0.307) at 
p < 0.01. Tangjang et al., (2009) reported that the higher 
soil fungal counts were due to the greater availability of 
nitrate and ammonium nutrients which could be a result of 
the increased accumulation of biodegradable wastes at the 
dumpsites.
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4. Conclusions
The current study reveals a significant difference in 

most of the physicochemical parameters of the soils in the 
vicinity of the waste dumpsites and the control sites. This is 
an indication of the improvement of the soil quality by the 
waste, which is being dumped constantly at the sites within 
the school vicinities. However, this study also shows the 
presence of a high microbial load which could be linked to 
the increased nitrate, phosphate, organic carbon, and organic 
matter levels reported in the examined dumpsite soils. The 
provision of adequate waste collection facilities and the 
mainstreaming of hygiene education and sanitation into the 
schools’ systems can improve the collection and management 
of municipal solid waste (MSW).
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